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1. Introduction

Thi s docunment specifies IBMs Shared Menory Communi cations over RDVA
(SMC-R) protocol. SMC-Ris a protocol for Renote Direct Menory
Access (RDMA) conmmuni cation between TCP socket endpoints. SMC-R runs
over networks that support RDVA over Converged Ethernet (RoCE). It
is designed to pernit existing TCP applications to benefit from RDVA
wi thout requiring nodifications to the applications or predefinition
of RDMA partners.

SMC-R provi des dynami ¢ di scovery of the RDVA capabilities of TCP
peers and automatic setup of RDMA connections that those peers can
use. SMC-R also provides transparent high availability and

| oad- bal anci ng capabilities that are demanded by enterprise
installations but are missing fromcurrent RDVMA protocols. If
redundant RoCE- capabl e hardware such as RDMA- capabl e Network
Interface Cards (RNICs) and RoCE-capable switches is present, SMC-R
can | oad- bal ance over that redundant hardware and can al so

non-di sruptively nmove TCP traffic fromfailed paths to surviving
paths, all seamessly to the application and the sockets | ayer.
Because SMC-R preserves socket semantics and the TCP three-way
handshake, many TCP qualities of service such as filtering, |oad

bal anci ng, and Secure Socket Layer (SSL) encryption are preserved, as
are TCP features such as urgent data.

Because of the dynam c discovery and setup of SMC-R connectivity

bet ween peers, no RDMA connection manager (RDMA-CM is required.

This al so neans that support for Unreliable Datagram (UD) Queue Pairs
(QPs) is also not required.
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It is recomended that the SMC-R services be inplenented in kernel
space, which enables optinizations such as resource-sharing between
connections across nultiple processes and al so pernits applications
using SMC-R to spawn multiple processes (e.g., fork) w thout |osing
SMC-R functionality. A user-space inplenentation is conpatible with
this architecture, but it may not support spawned processes (e.qg.,
fork), which limts sharing and resource optim zation to TCP
connections that originate fromthe sane process. This night be an
appropriate design choice if the use case is a systemthat hosts a

| arge single process application that creates nmany TCP connections to
a peer host, or in inplenentations where a kernel -space

i mpl enentation is not possible or introduces excessive overhead for
"kernel space to user space" context switches.

1.1. Protocol Overview

SMC-R defines the concept of the SMC-R link, which is a | ogical
point-to-point link using reliably connected queue pairs between
TCP/ I P stack peers over a RoCE fabric. An SMC-R 1link is bound to a
specific hardware path, nmeaning a specific RNIC on each peer. SMC-R
links are created and mai ntained by an SMC-R | ayer, which rmay reside
in kernel space or user space, dependi ng upon operating system and

i npl ement ation requirenments. The SMC-R | ayer resides bel ow the
sockets layer and directs data traffic for TCP connections between
connect ed peers over the RoCE fabric using RDVA rather than over a
TCP connection. The TCP/IP stack, with its requirements for
fragmentation, packetization, etc., is bypassed, and the application
data is noved between peers using RDVA.

Multiple SMC-R |inks between the sane two TCP/ | P stack peers are al so
supported. A set of SMC-R links called a link group can be logically
bonded together to provide redundant connectivity. |If there is
redundant hardware -- for exanple, two RNICs on each peer -- separate
SMC-R links are created between the peers to exploit that redundant
hardware. The link group architecture w th redundant |inks provides
| oad bal anci ng and i ncreased bandwi dth, as well as seanl ess fail over.

Each SMC-R link group is associated with an area of nenory called
Remote Menory Buffers (RVBs), which are areas of nmenory that are
available for SMC-R peers to wite into using RDMA wites. Miltiple
TCP connections between peers may be nultipl exed over a single SMC-R
link, in which case the SMC-R | ayer nanages the partitioning of the
RMBs between the TCP connections. This nultiplexing reduces the RDVA
resources, such as QPs and RVBs, that are required to support

mul ti pl e connections between peers, and it al so reduces the
processing and del ays related to setting up QPs, pinning nenory, and
ot her RDVA setup tasks when new TCP connections are created. 1In a
kernel -space SMC-R i npl enentation in which the RVBs reside in kernel
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storage, this sharing and optim zation works across nultiple
processes executing on the same host. 1In a user-space SMC-R

i mpl ementation in which the RVMBs reside in user space, this sharing
and optimzation is limted to multiple TCP connections created by a
singl e process, as separate RVBs and QPs will be required for each
process.

SMC-R al so introduces a rendezvous protocol that is used to

dynami cal |y di scover the RDVA capabilities of TCP connection partners
and exchange credential s necessary to exploit that capability if
present. TCP connections are set up using the normal TCP three-way
handshake [ RFC793], with the addition of a new TCP option that

i ndi cates SMC-R capability. |If both partners indicate SMC-R
capability, then at the conpletion of the three-way TCP handshake the
SMC-R |l ayers in each peer take control of the TCP connection and use
it to exchange additional Connection Layer Control (CLC) nessages to
negotiate SMC-R credentials such as QP information; addressability
over the RoCE fabric; RMB buffer sizes; and keys and addresses for

accessing RvBs over RDMA. |If at any tinme during this negotiation a
failure or decline occurs, the TCP connection falls back to using the
| P fabric.

If the SMC-R negoti ation succeeds and either a new SMC-R link is set
up or an existing SMC-R link is chosen for the TCP connection, then
the SMC-R | ayers open the sockets to the applications and the
applications use the sockets as nornal. The SMC-R | ayer intercepts
the socket reads and wites and noves the TCP connection data over
the SMC-R Iink, "out of band" to the TCP connection, which remains
open and idle over the IP fabric, except for termnation flows and
possi bl e keepalive flows. Regular TCP sequence nunbering nethods are
used for the TCP flows that do occur; data flowi ng over RDVA does not
use or affect TCP sequence nunbers.

This architecture does not support fallback of active SMC-R
connections to IP. Once connection data has conpleted the switch to
RDMA, a TCP connection cannot be switched back to IP and will reset

i f RDMA becones unusabl e.

The SMC-R protocol defines the format of the RVMBs that are used to
recei ve TCP connection data witten over RDMA, as well as the
semantics for managing and witing to these buffers using Connection
Data Control (CDC) nessages.
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Finally, SMC-R defines Link Layer Control (LLC) nessages that are
exchanged over the RoCE fabric between peer SMC-R |l ayers to nmanage
the SMC-R links and |ink groups. These include nessages to test and
confirmconnectivity over an SMC-R |ink, add and delete SMC-R |inks
to or fromthe link group, and exchange RVB addressability

i nformation.

1.1.1. Hardware Requirenents

SMC-R does not require full Converged Enhanced Ethernet swtch

functionality. SMC-R functions over standard Ethernet fabrics,
provi ded that endpoint RNICs are provided and | EEE 802. 3x d obal
Pause Frane is supported and enabled in the switch fabric.

While SMC-R as specified in this docunent is designed to operate over
RoCE fabrics, adjustments to the rendezvous nethods could enable it
to run over other RDVA fabrics, such as InfiniBand [ ROCE] and i WARP.

1.2. Definition of Conmon Terns

This section provides definitions of terms that have a specific
nmeani ng to the SMC-R protocol and are used throughout this docunent.

SMC- R Li nk

An SMC-R link is a logical point-to-point connection over the RoCE
fabric via specific physical adapters (Media Access Control /

G obal ldentifier (MMCCGA@D)). The link is forned during the
"first contact” sequence of the TCP/IP three-way handshake
sequence that occurs over the IP fabric. During this handshake,
an RDMA reliably connected queue pair (RCQP) connection is forned
bet ween the two peer SMC hosts and is defined as the SMC-R |ink.
The SMC-R link can then support nultiple TCP connections between
the two peers. An SMC-R 1link is associated with a single LAN (or
VLAN) segnent and is not routable.

SMC-R Li nk G oup

An SMC-R link group is a group of SMC-R |inks between the sane two
SMC-R peers, typically with each Iink over uni que RoCE adapters.
Each link in the link group has equal characteristics, such as the
same VLAN ID (if VLANs are in use), access to the same RMB(s), and
access to the same TCP server/client.
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SMC- R Peer

The SMC-R peer is the peer software stack within the peer
operating systemw th respect to the Shared Menory Comuni cati ons
(messagi ng) protocol.

SMC- R Rendezvous

SMC- R Rendezvous is the SMC-R peer discovery and handshake
sequence that occurs transparently over the IP (Ethernet) fabric
during and immedi ately after the TCP connection three-way
handshake by exchangi ng the SMC-R capabilities and credentials
usi ng experinental TCP option and CLC nessages.

RoCE SendMsg

RoCE SendMsg is a send operation posted to a reliably connected
queue pair with inline data, for the purpose of transferring
control information between peers.

TCP dient

The TCP client is the TCP socket-based peer that initiates a TCP
connecti on.

TCP Server

The TCP server is the TCP socket-based peer that accepts a TCP
connecti on.

CLC Messages

The SMC-R protocol defines a set of Connection Layer Control
messages that flow over the TCP connection that are used to nmanage
SMC-R link rendezvous at TCP connection setup tine. This

mechani smis anal ogous to SSL setup nessages.

LLC Commrands
The SMC-R protocol defines a set of RoCE Link Layer Control
commands that flow over the RoCE fabric using RoCE SendMsg, that

are used to nanage SMC-R Iinks, SMC-R Iink groups, and SMC-R
link group RMB expansi on and contracti on.
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CDC Message

The SMC-R protocol defines a Connection Data Control nessage that
flows over the RoCE fabric using RoOCE SendMsg that is used to
manage the SMC-R connection data. This nessage provides

i nformati on about data being transferred over the out-of-band RDVA
connection, such as data cursors, sequence nunbers, and data fl ags
(for exanple, urgent data). The receipt of this message al so
provides an interrupt to informthe receiver that it has received
RDVA dat a.

RVB

A Renote (RDMA) Menory Buffer is a fixed or pinned buffer

al l ocated in each of the peer hosts for a TCP (via SMC-R)
connection. The RMB is registered to the RNIC and all ows renote
access by the renote peer using RDMA semantics. Each host is
passed the peer’s RMB-specific access information (RVB Key (RKey)
and RVMB el enent offset) during the SMC-R Rendezvous process. The
host stores socket application user data directly into the peer’s
RMVB usi ng RDMA over RoCE.

RToken

The RToken is the conbination of an RVMB's RKey and RDVA virtual

address. An RToken provides RMB addressability information to an
RDVA peer .

RMVBE

The Renote Menory Buffer Elenent (RVBE) is an area of an RMB t hat
is allocated to a specific TCP connection. The RMBE contains data
for the TCP connection. The RMBE represents the TCP receive
buffer, whereby the renote peer wites into the RVBE and the | ocal
peer reads fromthe |ocal RMBE. The alert token resolves to a
speci fi c RVBE.

Al ert Token

The SMC-R alert token is a 4-byte value that uniquely identifies
the TCP connection over an SMC-R connection. The alert token

all ows the SMC peer to quickly identify the target TCP connection
that now has new work. The format of the token is defined by the
owni ng SMC-R endpoint and is considered opaque to the renote peer.
However, the token should not sinply be an index to an RMBE; it
shoul d reference a TCP connection and be able to be validated to
avoid readi ng data from stal e connecti ons.
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RNI C

The RDVA- capable Network Interface Card (RNIC) is an Ethernet NI C
t hat supports RDMA semantics and verbs using RoCE

Fi rst Cont act

"First contact" describes an SMC-R negotiation to set up the first
link in a link group.

Subsequent Cont act

"Subsequent contact" describes an SMC-R negotiati on between peers
who are using an already-existing SMC-R Iink group.

1.3. Conventions Used in This Docunent

In the rendezvous fl ow diagrans, dashed lines (----) are used to
i ndicate flows over the TCP/IP fabric and dotted lines (....) are
used to indicate flows over the RoCE fabric.

In the data transfer |adder diagrans, dashed lines (----) are used to
i ndicate RDMA wite operations and dotted lines (....) are used to

i ndi cate CDC nessages, which are RDVA nessages with inline data that
contain control information for the connection.

2. Link Architecture

An SMC-R Iink is based on reliably connected queue pairs (QPs) that
forma "logical point-to-point |ink" between the two SMC-R peers over
a RoCE fabric. An SMC-R Iink extends from SMC-R peer to SMC-R peer,
where typically each peer would be a TCP/IP stack and woul d reside on
separate hosts.

Fo-- -+ ‘- R +

| QP 8| - RoCE ", | QP 64

| | / VLAN M | |

E T - +/ \ oo - - L +

| RNIC 1 | SMC- R Li nk | RNIC 2 |

| | <o >| |

B S + A SR +
MAC A (@D A MAC B (@ D B)

Figure 1: SMC-R Link Overvi ew

Fox, et al. I nf or mat i onal [ Page 11]



RFC 7609 I BM s Shared Menory Communi cations over RDMA  August 2015

Figure 1 illustrates an overview of the basic concepts of SMC-R peer-
to-peer connectivity; this is called the SMC-R link. The SMC-R |ink
forms a | ogical point-to-point connection between two SMC-R peers via
RoCE. The SMC-R link is defined and identified by the foll ow ng
attributes:

SMC-R link = RC QPs
(source VWAC G D QP + target VWAC G D QP + VLAN I D)

The SMC-R link can optionally be associated with a VLAN ID. |If VLANs
are in use for the associated I P (LAN) connection, then the VLAN
attribute is carried over on the SMC-R Iink. Wen VLANs are in use,
each SMC-R link group is associated with a single and specific VLAN
The RoCE fabric is the sane physical Ethernet LAN used for standard
TCP/ | P-over - Et hernet communi cations, with switches as described in
Section 1.1.1.

An SMC-R link is designed to support nultiple TCP connections between
the sane two peers. An SMC-R Ilink is intended to be long |ived,

whil e the underlying TCP connections can dynanically cone and go.

The associated RVBs can al so be dynamically added and renmpoved from
the Iink as needed. The first TCP connection between the peers
establishes the SMC-R link. Subsequent TCP connections then use the
previously established |ink. Wen the Iast TCP connection
termnates, the link can then be terminated, typically after an

i mpl enent ati on-defined idle tinmeout period has el apsed. The TCP
server is responsible for initiating and terninating the SMC-R |ink.

2.1. Renote Menory Buffers (RMBs)

Fi gure 2 shows the hosts -- Hosts X and Y -- and their associated
RVMBs within each host. Wth the SMC-R |ink, and the associ ated RKeys
and RDMA virtual addresses, each SMC-R-enabled TCP/IP stack can
renptely access its peer’'s RVBs using RDMA.  The RKeys and virtual
addresses are exchanged during the rendezvous processi ng when the
link is established. The conbination of the RKey and the virtual
address is the RToken. Note that the SMC-R link ends at the QP
providing access to the RMB (via the |link + RToken).
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Host X Host Y
LT + et LT +
| _ | y | _ |
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| R + / \ - + |
| QP 8 |RNIC 1] | SMC- R Li nk | IRNIC 2| QP 64 |
| | | < > o |
| | I | . |
| | - +| VLAN A | +------ + |
| | |l ' | |
| | | | RoCE || | |
| | RToken X | \ / | RToken Y | |
| | Y o | |
| v | : | v |
| - + | o . | to------- + |
|| | | | | ||
| | RMB | | | | RMB | |
|| | | | | ||
| +-------- + | | R +
R T + R T +

Figure 2: SMC-R Link and RMBs

An SMC-R link can support nultiple RVBs that are independently
managed by each peer. The nunber and the size of RVMBs are nmnaged by
the peers based on the host’s unique nenory managenent requirenents;
however, the maxi mum nunber of RMBs that can be associated to a link
group on one peer is 255. The QP has a single protection donain, but
each RMB has a uni que RToken. All RTokens nust be exchanged with the
peer.

Each peer manages the RMBs in its local nenory for its remote SMC-R
peer by sharing access to the RVMBs via RTokens with its peers. The
renote peer wites into the RMBs via RDMA, and the |ocal peer (RVB
owner) then reads fromthe RMBs.

When two peers decide to use SMC-R for a given TCP connection, they
each allocate a local RVB el enent for the TCP connection and

communi cate the location of this |ocal RVB el enent during rendezvous
processing. To that end, RVB elenents are created in pairs, with one
RVB el ement all ocated locally on each peer of the SMC-R |ink.
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Fi gure 3: RMVB For nat

Figure 3 illustrates the basic format of an RMB. The RMB is a
virtual nenory buffer whose backing real nenory is pinned, which can
support up to 255 TCP connections to exactly one renote SMC-R peer.
Each RMB is therefore associated with the SMC-R links within a link
group for the two peers and a specific RoCE Protection Domain. O her
than the two peers identified by the SMC-R Iink, no other SMC-R peers
can have RDVA access to an RVB; this requires a unique Protection
Domain for every SMC-R link. This is critical to ensure integrity of
SMC- R communi cati ons.

RVBs are subdivided into nultiple elenments for efficiency, with each
RMVMB El emrent (RMBE) associated with a single TCP connecti on.

Therefore, nultiple TCP connections across an SMC-R link group can
share the sane nenory for RDVA purposes, reducing the overhead of
having to register additional nenory with the RNIC for every new TCP
connection. The nunber of elenents in an RVMB and the size of each
RMBE are entirely governed by the owning peer, subject to the SMC-R
architecture rules; however, all RVB elenents within a given RVB nust
be the sanme size. Each peer can decide the | evel of resource-sharing
that is desirable across TCP connections based on | ocal constraints,
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such as available systemnenory. An RVB elenent is identified to the
renote SMC-R peer via an RMB El ement Token, which consists of the
fol | owi ng:

o RMB RToken: The conbination of the RKey and virtual address
provided by the RNIC that identifies the start of the RVB for RDVA
operations.

0 RMB Index: Identifies the RVMB elenent index in the RMB. Used to
| ocate a specific RVB elenent within an RVMB. Valid value range is
1- 255.

o RMB Elenent Length: The length of the RVB el enent’s eye catcher
plus the length of the receive buffer. This length is equal for
all RVMB elenents in a given RMB. This length can be variable
across different RMBs.

Multiple RVMBs can be associated to an SMC-R |link group, and each peer
in an SMC-R link group nanages allocation of its RVBs. RMB

al l ocation can be asymetric. For exanple, Server X can allocate two
RMBs to an SMC-R link group while Server Y allocates five. This
provi des maxi mum i npl ementation flexibility to allow hosts to
optim ze RVMB nmanagenent for their own local requirenments. The
maxi mum nunber of RMBs that can be allocated on one peer to a link

group is 255. If nore RVBs are required, the peer nmay fall back to
| P for subsequent connections or, if the peer is the server, create a
parallel 1ink group.

One use case for nultiple RMBs is multiple receive buffer sizes.
Since every elenment in an RMB nust be the sane size, nultiple RVBs
with different el ement sizes can be allocated if varying receive
buffer sizes are required.

Al so, since the maxi mum nunber of TCP connecti ons whose receive
buffers can be allocated to an RMB is 255, multiple RVMBs may be
required to provide capacity for |arge nunbers of TCP connections
bet ween two peers.
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Separately fromthe RVB, the TCP/IP stack that owns each RVB

mai ntains control data for each RVB elenent within its local contro
structures. The control data contains flags for maintaining the
state of the TCP data (for exanple, urgent data indicator) and, nost
inmportantly, the following two cursors, which are illustrated bel ow
in Figure 4:

0 The peer producer cursor: This is a wapping offset into the
RMB el ement’s receive buffer that points to the next byte of data
to be witten by the renote peer. This cursor is provided by the
renote peer in a Connection Data Control (CDC) message, which is
sent using RoCE SendMsg processing, and tells the |ocal peer how
far it can consune data in the RVBE buffer

0 The peer consumer cursor: This is a wapping offset into the
renote peer’s RVMB elenment’s receive buffer that points to the next
byte of data to be consunmed by the renote peer in its own RVBE
The | ocal peer cannot wite into the renote peer’s RVBE beyond
this point without causing data loss. This cursor is also
provided by the peer using a Connection Data Control nessage.

Each TCP connection peer maintains its cursors for a TCP connection’s
RMBE in its local control structures. |In other words, the peer who
wites into a renote peer’s RVBE provides its producer cursor to the
peer whose RMBE it has written into. The peer who reads fromits
RVBE provides its consumer cursor to the witing peer. 1In this
manner, the reads and wites between peers are kept coordinated.

For exanple, referring to Figure 4, Peer B wites the hashed data
into the receive buffer of Peer A's RMBE. After that wite

conpl etes, Peer B uses a CDC nessage to update its producer cursor to
Peer A to indicate to Peer A how nuch data is available for Peer A
to consune. The CDC nessage that Peer B sends to Peer A wakes up
Peer A and notifies it that there is data to be consuned.

Simlarly, when Peer A consunes data witten by Peer B, it uses a CDC
message to update its consuner cursor to Peer Bto |let Peer B know
how nmuch data it has consunmed, so Peer B knows how nuch space is
available for further wites. |If Peer B were to wite enough data to
Peer A that it would wap the RVBE receive buffer and exceed the
consumer cursor, data |oss would result.

Note that this is a sinplistic description of the control flows, and

they are optim zed to nininize the nunber of CDC nessages required,
as described in Section 4.7 ("RvVB Data Fl ows").

Fox, et al. I nf or mat i onal [ Page 16]



RFC 7609 I BM s Shared Menory Communi cations over RDMA  August 2015

Peer A's RMBE Control Info Peer B's RMBE Control Info
T + T +
| | | |
/ ----Peer producer cursor | +----- +- Peer consuner cursor
/
A Lo .
| Peer A's RMBE |
| e + |
| | R +
|| | |
|| \/ |
N oo |
| |------------- LT |
| |//RDVA data witten by ///
| |/// Peer Bthat is ////]] |
| |/available to be consumed/|
| N rrrrr o
| N/ e oo - - |
| |- +\ |
|| | |
\ | |

\ / |

[\-----m- - / |

| |

| |

Fi gure 4: RMBE Cursors

Additional flags and indicators are communi cated between peers. In

all cases, these flags and indicators are updated by the peer using
CDC nessages, which are sent using RoCE SendMsg. More details on
these additional flags and indicators are described in Section 4.3
("RMBE Control Information").
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2.2. SMC-R Link G oups

SMC-R links are logically grouped together to forman SMC-R |ink
group. The purpose of the link group is for supporting nultiple
i nks between the sane two peers to provide for

0 Resilience: Provides transparent and dynanmic switching of the Ilink
used by existing TCP connections during link failures, typically
hardware related. TCP traffic using the failing link can be
switched to an active link within the link group, thereby avoiding
di sruptions to application workl oads.

o Link utilization: Provides an active/active |link usage nodel
allowing TCP traffic to be bal anced across the |inks, which
i ncreases bandwi dth and al so avoi ds hardware inbal ances and
bottl enecks. Note that both adapter and switch utilization can
becone potential resource constraint issues.

SMC-R link group support is required. Resilience is not optional
However, the user can elect to provision a single RNIC (on one or
both hosts).

Multiple links that are formed between the same two peers fall into
two distinct categories:

1. Equal Links: Links providing equal access to the sane RMB(s) at
bot h endpoi nts, whereby all TCP connections associated with the
links nmust have the sane VLAN ID and have the sanme TCP server and
TCP client roles or relationshinp.

2. Unequal Links: Links providing access to unique, unrelated and
isolated RVB(s) (i.e., for unique VLANs or unique and isolated
application workl oads, etc.) or having unique TCP server or client
rol es.

Links that are logically grouped together formng an SMC-R |ink group
nmust be equal 1inks.

2.2.1. Link Goup Types
Equal links within a |ink group al so have another "Link Goup Type"
attribute based on the Iink’'s associ ated underlying physical path.
The following SMC-R link types are defined:

1. Single link: the only active link within a link group

2. Parallel link: not allowed -- SMC-R links having the sanme physica
RNI C at both hosts
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3. Asymmetric link: Iinks that have unique RNI C adapters at one host
but share a single adapter at the peer host

4. Symmetric link: links that have unique RNIC adapters at both hosts

These link group types are further explained in the follow ng figures
and descriptions.

Fi gure 2 above shows the single-link case. The single link
illustrated in Figure 2 also establishes the SMC-R link group. Link
groups are supposed to have nmultiple links, but when only one RNIC is
avai l abl e at both hosts then only a single link can be created. This
is expected to be a transient case.

Figure 5 shows the symmetric-link case. Both hosts have uni que and
redundant RNI C adapters. This configuration neets the objectives for
providing full RoCE redundancy required to provide the |evel of
resilience required for high availability for SMC-R  Wile this
configuration is not required, it is a strongly recommended "best
practice" for the exploitation of SMC-R  Single and asymmetric |inks
nmust be supported but are intended to provide for short-term
transient conditions -- for exanple, during a tenporary outage or
recycle of an RNIC

Protecti on

i)
=
o
—
1]
)
—
o
=}

| |
| |
| Dormain X | | Domain Y

| Hom - - + Hom - - + |
| QP 8 |RNIC 1] SMC-R Link 1 | RNI C 2| QP 64

| RToken X] | S L T >| | |

| | | | | | | RToken Y|
| \/ +---- - + +---- - + \/
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|| RVB | | | | RVB | |
| | | | | | ||
[ +-------- + | | F +
| /\ [ + [ + /\ |
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Figure 5: Symmetric SMC-R Links
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Figure 6: Asynmmetric SMC-R Links

In the exanple provided by Figure 6, Host X has two RNICs but Host Y
only has one RNIC because RNIC 4 is not available. This
configuration allows for the creation of an asymmetric link. Wile
an asymmetric link will provide sonme resilience (for exanple, when
RNIC 1 fails), ideally each host should provide two redundant RN Cs.
This should be a transient case, and when RNIC 4 becones avail abl e,
this configuration nust transition to a symetric-link configuration
This transition is acconplished by first creating the new symmetric
link and then deleting the asymetric link with reason code
"Asynmetric link no | onger needed" specified in the DELETE LI NK LLC
nessage.
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Figure 7: SMC-R Parall el Links (Not Supported)
Figure 7 shows parallel links, which are two links in the Iink group

t hat use the sane hardware.

This configuration is not permtted.

Fox,

Because SMC-R mul tiplexes nultiple TCP connections over an SMC-R |ink
and both links are using the exact sane hardware, there is no

addi ti onal redundancy or capacity benefit obtained fromthis
configuration. |In addition to providing no real benefit, this
configuration adds the unnecessary overhead of additional queue

pairs, generation of additional RKeys, etc.

. 2. Maxi mum Number of Links in Link G oup

The SMC-R protocol
within a single SMC-R Iink group.

defines a maxi num of eight symetric SMC-R |inks
This allows for support for up to
ei ght uni que physical paths between peer hosts. However, in terns of
neeting the basic requirenents for redundancy, support for at |east
two synmetric |inks nmust be inplemented. Supporting nore than two
links also sinplifies inplenentation for practical matters relating
to dynanically adding and renoving links -- for exanple, starting a
third SMC-R link prior to taking down one of the two existing |inks.
Recall that all links within a link group nust have equal access to
all associ ated RMBs.
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The SMC-R protocol allows an inplenentation to assignh an

i mpl enent ati on-specific and appropriate value for maxi mum synmetric
links. The inplenmentation value nust not exceed the architecture
limt of 8; also, the value nust not be |lower than 2, because the
SMC-R protocol requires redundancy. This does not nean that two
RNI Cs are physically required to enable SMC-R connectivity, but at

| east two RNICs for redundancy are strongly recomended.

The SMC-R peers exchange their inplenmentation maxi numlink val ues
during the link group establishment using the defined maxi mum i nk
value in the CONFIRM LINK LLC conmand. Once the initial exchange
conpletes, the value is set for the life of the link group. The
maxi mum | i nk val ue can be provided by both the server and client.

The server nust supply a val ue, whereas the client nmaxi mumlink val ue

is optional. When the client does not supply a value, it indicates
that the client accepts the server-supplied maxi rumvalue. |If the
client provides a value, it cannot exceed the server-supplied maxi num
value. If the client passes a |ower value, this |ower value then

becones the final negotiated maxi num nunber of symmetric |inks for
this link group. Again, the mnimmvalue is 2.

During run tine, the client nmust never request that the server add a
symretric link to a link group that woul d exceed the negoti at ed
maxi mum | i nk value. Likew se, the server nust never attenpt to add a
symretric link to a link group that woul d exceed the negoti ated
maxi mum val ue.

In terms of counting the nunmber of active links within a |link group
the initial link (or the only/last) link is always counted as 1
Then, as additional links are added, they are either symetric or
asymetric |inks.

Wth regards to enforcing the maxi mumlink rules, asymretric |inks
are an exception having a unique set of rules:

0o Asymetric links are always linmted to one asymmetric |ink allowed
per |ink group.

0 Asymmetric links nmust not be counted in the maxi num symetric-1ink
count cal cul ation. Wen tracking the current count or enforcing
t he negoti ated maxi num nunber of 1inks, an asymretric link is not
to be counted.
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2.2.3. Form ng and Managi ng Li nk G oups

SMC-R link groups are self-defining. The first SMC-RIink in a link
group is created using TCP option flows on the TCP three-way
handshake foll owed by CLC nessage flows over the TCP connecti on.
Subsequent SMC-R links in the link group are created by sending LLC
messages over an SMC-R link that already exists in the |link group.
Once an SMC-R link group is created, no additional SMC-R Ilinks in
that group are created using TCP and CLC negotiation. Because
subsequent SMC-R |inks are created exclusively by sending LLC
messages over an existing SMC-R link in a |link group, the nmenbership
of SMC-R links in a link group is self-defining.

This architecture does not define a specific identifier for an SMC-R
link group. This identification may be useful for network nanagenent
and may be assigned in a platformspecific nmanner, or in an extension
to this architecture.

In each SMC-R |ink group, one peer is the server for all TCP
connections and the other peer is the client. |If there are

addi ti onal TCP connections between the peers that use SMC-R and have
the client and server roles reversed, another SMC-R link group is set
up between themw th the opposite client-server relationship.

This is required because there are specific responsibilities divided
between the client and server in the managenent of an SMC-R |ink

gr oup.

In this architecture, the decision of whether to use an existing
SMC-R link group or create a new SMC-R link group for a TCP
connection is nmade exclusively by the server.

Management of the links in an SMC-R link group is also a server
responsibility. The server is responsible for adding and del eting
links in a link group. The client may request that the server take
certain actions, but the final responsibility is the server’s.
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2.2.4. SMC-R Link ldentifiers

2.

This architecture defines multiple identifiers to identify SMC-R
i nks and peers.

(0]

Li nk nunmber: This is a 1-byte value that identifies an SMC-R |ink
within a link group. Both the server and the client use this
nunber to distinguish an SMC-R Iink fromother Iinks within the
sane link group. It is only unique within a link group. In order
to prevent timng wi ndows that may occur when a server creates a
new link while the client is still cleaning up a previously
existing link, Iink nunbers cannot be reused until the entire link
nunberi ng space has been exhaust ed.

Link user ID: This is an architecturally opaque 4-byte val ue that
a peer uses to uniquely define an SMC-R link within its own space
This means that a link user IDis unique within one peer only.
Each peer defines its own link user ID for a link. The peers
exchange this information once during link setup, and it is never
used architecturally again. The purpose of this identifier is for
net wor k managerent, display, and debuggi ng. For exanple, an
operator on a client could provide the operator on the server wth
the server’s link user IDif he requires the server’s operator to
check on the operation of a link that the client is having trouble
Wit h.

Peer ID: The SMC-R peer ID uniquely identifies a specific instance
of a specific TCP/IP stack. It is required because in clustered
and | oad- bal anci ng environnments, an | P address does not uniquely
identify a TCP/IP stack. An RNIC s MAC/ G D al so doesn’t uniquely
or reliably identify a TCP/IP stack, because RNICs can go up and
down and even be redeployed to other TCP/IP stacks in a

mul tiple-partitioned or virtualized environnent. The peer IDis
not only unique per TCP/IP stack but is also unique per instance
of a TCP/IP stack, neaning that if a TCP/IP stack is restarted,
its peer |ID changes.

SMC-R Resilience and Load Bal anci ng

The SMC-R multilink architecture provides resilience for network high
availability via failover capability to an alternate RoCE adapter

The SMC-R mul tilink architecture does not define prinmary, secondary,
or alternate roles to the links. Instead, there are nultiple active
links representing rmultiple redundant RoCE paths over the same LAN
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Assi gnnent of TCP connections to links is unidirectional and
asymetric. This nmeans that the client and server nay each choose a
separate link for their RDMA wites associated with a specific TCP
connecti on.

If a hardware failure occurs or a QP failure associated with an

i ndividual link occurs, then the TCP connections that were associated
with the failing Iink are dynamically and transparently switched to
use another available link. The server or the client can detect a
failure, imediately nove their TCP connections, and then notify
their peer via the DELETE LINK LLC conmand. While the client can
notify the server of an apparent link failure with the DELETE LI NK
LLC command, the server perforns the actual l|ink deletion

The nmovenent of TCP connections to another |ink can be acconplished
with m ninmal coordination between the peers. The TCP connection
nmovenent is also transparent to, and non-disruptive to, the TCP
socket application workl oads for nost failure scenarios. After a
failure, the surviving links and all associated hardware nust handl e
the link group’s workl oad.

As each SMC-R peer begins to nove active TCP connections to another
link, all current RDMA write operations nust be allowed to conplete.
The novi ng peer then sends a signal to verify receipt of the |ast
successful wite by its peer. |If this verification fails, the TCP
connection nust be reset. Once this verification is conplete, al
wites that failed may then be retried, in order, over the new link
Any data wites or CDC nessages for which the sender did not receive
write conpletion nust be replayed before any subsequent data or CDC
write operations are sent. LLC nessages are not retried over the new
I ink, because they are dependent on a known |ink configuration, which
has just changed because of the failure. The initiator of an LLC
nmessage exchange that fails will be responsible for retrying once the
link group configuration stabilizes.

When a new |ink becones available and is re-added to the link group
each peer is free to rebalance its current TCP connections as needed
or only assign new TCP connections to the newy added Iink. Both the
server and client are free to nanage TCP connections across the link
group as needed. TCP connection novenent does not have to be
stimulated by a link failure.

The SMC-R architecture al so defines orderly versus disorderly
failover. The type of failover is comunicated in the LLC

DELETE LI NK command and is sinply a neans to indicate that the Iink
has term nated (disorderly) or link term nation is imnmm nent
(orderly). The orderly link deletion could be initiated via operator
conmand or progranmatically to bring dowmn an idle link. For exanple,
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an operator command could initiate orderly shutdown of an adapter for
service. Inplementation of the two types is based on inplenentation
requi renents and is beyond the scope of the SMC-R architecture.

3. SMZ-R Rendezvous Architecture

"Rendezvous" is the process that SMC-R-capabl e peers use to
dynani cal |l y di scover each others’ capabilities, negotiate SMC-R
connections, set up SMC-R links and |ink groups, and manage those
link groups. A key aspect of SMC-R Rendezvous is that it occurs
dynamically and automatically, wthout requiring SMC-R |ink
configuration to be defined by an admi nistrator.

SMC- R Rendezvous starts with the TCP/IP three-way handshake, during
whi ch connection peers use TCP options to announce their SMC-R
capabilities. |If both endpoints are SMC-R capabl e, then Connection
Layer Control (CLC) nessages are exchanged between the peers’ SMC-R
| ayers over the newly established TCP connection to negotiate SMC-R
credentials. The CLC nessage nechani smis anal ogous to the nessages
exchanged by SSL for its handshake processing.

If a new SMC-R link is being set up, Link Layer Control (LLC)
messages are used to confirm RDVA connectivity. LLC nessages are
al so used by the SMC-R | ayers at each peer to nanage the |Iinks and
Iink groups.

Once an SMC-R link is set up or agreed to by the peers, the TCP
sockets are passed to the peer applications, which use them as
normal . The SMC-R | ayer, which resides under the sockets |ayer,
transmits the socket data between peers over RDVA using the SMC-R
protocol, bypassing the TCP/IP stack.

3.1. TCP Options

During the TCP/IP three-way handshake, the client and server indicate
their support for SMC-R by including experinental TCP option 254 on
the three-way handshake fl ows, in accordance with [ RFC6994] (" Shared
Use of Experinental TCP Options"). The Experinment ldentifier (ExID)
val ue used is the string "SMCR' in EBCDI C (|1 BM 1047) encodi ng
(OxE2D4C3DQ). This ExlI D has been registered in the "TCP Experi nment al
Option Experinent ldentifiers (TCP ExIDs)" registry naintained

by | ANA.
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After conpletion of the three-way TCP handshake, each peer queries

its peer’'s options. |If both peers set the TCP option on the
t hree-way handshake, inline SMC-R negotiation occurs using CLC
messages. |f neither peer, or only one peer, sets the TCP option,

SMC- R cannot be used for the TCP connection, and the TCP connecti on
conpl etes the setup using the IP fabric.

3.2. Connection Layer Control (CLC) Messages

CLC nessages are sent as data payload over the I P network using the
TCP connection between SMC-R | ayers at the peers. They are anal ogous
to the nessages used to exchange paraneters for SSL.

The use of CLC nmessages is detailed in the follow ng sections. The
following list provides a summary of the defined CLC nessages and
t hei r purposes:

0 SMC Proposal: Sent fromthe client to propose that this TCP
connection is eligible to be noved to SMC-R.  The client
identifies itself and its subnet to the server and passes the
SMC-R el enents for a suggested RoCE path via the MAC and d D.

0 SMC Accept: Sent fromthe server to accept the client’s TCP
connection SMC Proposal. The server responds to the client’s
proposal by identifying itself to the client and passing the
el enents of a RoCE path that the client can use to perform RDVA
wites to the server. This consists of such SMC-R link el enments
as RoCE MAC, G D, and RMB i nformation.

0o SMC Confirm Sent fromthe client to confirmthe server’s
acceptance of the SMC connection. The client responds to the
server’s acceptance by passing the el enents of a RoCE path that
the server can use to perform RDVA wites to the client. This
consists of such SMC-R link elenents as RoOCE MAC, A D, and RVB
i nformati on.

0 SMC Decline: Sent fromeither the server or the client to reject
the SMC connection, indicating the reason the peer mnust decline
the SMC Proposal and allowi ng the TCP connection to revert back to
| P connectivity.

3.3. LLC Messages

Li nk Layer Control (LLC) nessages are sent between peer SMC-R | ayers
over an SMC-R link to manage the link or the link group. LLC
messages are sent using RoCE SendMsg and are 44 bytes long. The
44-byte size is based on what can fit into a ROCE Wrk Queue El enment
(WQE) without requiring the posting of receive buffers.
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LLC nessages generally follow a request-reply senmantic. Each nessage
has a request flavor and a reply flavor, and each request nust be
confirnmed with a reply, except where otherw se noted. The use of LLC
messages is detailed in the followi ng sections. The follow ng |ist
provides a summary of the defined LLC nessages and their purposes:

(o]

Fox,

ADD LINK: Used to add a new link to a link group. Sent fromthe
server to the client to initiate addition of a newlink to the
link group, or fromthe client to the server to request that the
server initiate addition of a new link

ADD LI NK CONTI NUATI ON: A continuation of ADD LINK that allows the
ADD LINK to span multiple commands, because all of the link
i nformati on cannot be contained in a single ADD LI NK nessage.

CONFI RM LI NK: Used to confirmthat RoCE connectivity over a newy
created SMC-R link is working correctly. Initiated by the server
Both this nessage and its reply nust flow over the SMC-R |ink
bei ng confi rned.

DELETE LINK: When initiated by the server, deletes a specific link
fromthe Iink group or deletes the entire link group. When
initiated by the client, requests that the server delete a
specific link or the entire Iink group

CONFI RM RKEY: Informs the peer on the SMC-R link of the addition
of an RVMB to the link group

CONFI RM RKEY CONTI NUATI ON: A continuation of CONFI RM RKEY t hat
all ows the CONFIRM RKEY to span nultiple conmmands, in the event
that all of the information cannot be contained in a single
CONFI RM RKEY nessage.

DELETE RKEY: Inforns the peer on the SMC-R link of the del etion of
one or nore RMBs fromthe |ink group

TEST LINK: Verifies that an already-active SMC-R link is active
and heal t hy.

Optional LLC nessage: Any LLC nessage in which the two high-order
bits of the opcode are b’10'. This optional message nust be
silently discarded by a receiving peer that does not support the
opcode. No such nessages are defined in this version of the
architecture; however, the concept is defined to allow for
tolerati on of possible advanced, optional functions.
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CONFI RM LI NK and TEST LINK are sensitive to which link they flow on
and nust flow on the link being confirned or tested. The other flows
may flow over any active link in the link group. When there are
multiple links in a link group, a response to an LLC nmessage nust
flow over the sane |ink that the original nessage flowed over, with
the foll owi ng exceptions:

0 ADD LINK request froma server in response to an ADD LINK from a
client.

0o DELETE LINK request froma server in response to a DELETE LI NK
froma client.

3.4. CDC Messages

Connection Data Control (CDC) nessages are sent over the RoCE fabric
bet ween peers using RoCE SendMsg and are 44 bytes long. The 44-byte
size is based on the size that can fit into a RoCE WE wi t hout
requiring the posting of receive buffers. CDC nessages are used to
descri be the socket application data passed via RDVA wite
operations, as well as TCP connection state information, including
producer cursors and consuner cursors, RMBE state information, and
fail over data validation.

3.5. Rendezvous Fl ows

Rendezvous information for SMC-R i s exchanged as TCP options on the
TCP t hree-way handshake flows to indicate capability, followed by
inline TCP negotiation nessages to actually do the SMC-R setup.
Formats of all rendezvous options and nessages discussed in this
section are detailed in Appendix A

3.5.1. First Contact
First contact between RoCE peers occurs when a new SMC-R |ink group
is being set up. This could be because no SMC-R |inks al ready exi st
bet ween the peers, or the server decides to create a new SMC-R |ink
group in parallel with an existing one.

3.5.1.1. Pre-negotiation of TCP Options

The client and server indicate their SMC-R capability to each other
using TCP option 254 on the TCP three-way handshake fl ows.

A client who wishes to do SMC-R will include TCP option 254 using an
ExI D equal to the EBCDI C (codepage | BM 1047) encodi ng of "SMCR' on
its SYN fl ow.
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A server that supports SMC-R will include TCP option 254 with the
ExlI D val ue of EBCDIC "SMCR' on its SYN-ACK flow. Because the server
is listening for connections and does not know where client
connections will conme from the server inplenmentation may choose to
unconditionally include this TCP option if it supports SMC-R  This
may be required for server inplenentations where extensions to the
TCP stack are not practical. For server inplenentations that can add
code to exam ne and react to packets during the three-way handshake,
the server should only include the SMC-R TCP option on the SYN-ACK i f
the client included it on its SYN packet.

A client who supports SMC-R and neets the three conditions outlined
above may optionally include the TCP option for SMC-R on its ACK
flow, regardl ess of whether or not the server included it on its
SYN-ACK flow. Sone TCP/IP stacks rmay have to include it if the SMCG-R
| ayer cannot nodify the options on the socket until the three-way
handshake conpletes. Proprietary servers should not include this
option on the ACK flow, since including it on the SYN fl ow was
sufficient to indicate the client’s capabilities.

Once the initial three-way TCP handshake is conpl eted, each peer
exam nes the socket options. SMC-R inplenentations may do this by
exam ni ng what was actually provided on the SYN and SYN- ACK packets
or by perfornmng a getsockopt() operation to determ ne the options
sent by the peer. |[|f neither peer, or only one peer, specified the
TCP option for SMC-R, then SMC-R cannot be used on this connection
and it proceeds using normal IP flows and processing.

If both peers specified the TCP option for SMC-R, then the TCP
connection is not started yet and the peers proceed to SMC-R
negotiation using inline data flows. The socket is not yet turned
over to the applications; instead, the respective SMC | ayers exchange
CLC nessages over the newy formed TCP connection

3.5.1.2. dient Proposa

If SMC-R is supported by both peers, the client sends an SMC Proposal
CLC nmessage to the server. It is not inmediately apparent on this
flowfromclient to server whether this is a new or existing SMC-R
link, because in clustered environnents a single | P address may
represent nultiple hosts. This type of cluster virtual |P address
can be owned by a network-based or host-based Layer 4 |oad bal ancer
that distributes incom ng TCP connections across a cluster of
servers/hosts. For purposes of high availability, other clustered
envi ronnments may al so support the novenent of a virtual |P address
dynanmically fromone host in the cluster to another. |In summary, the
client cannot predeterm ne that a connection is targeting the sane
host by sinply nmatching the destination | P address for outgoing TCP
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connections. Therefore, it cannot predeternine the SMC-R |ink that
will be used for a new TCP connection. This information will be
dynanically | earned, and the appropriate actions will be taken as the
SMC- R negoti ati on handshake unf ol ds.

In the SMC-R proposal nessage, the initiator (client) proposes the
use of SMC-R by including its peer ID, A D, and MAC addresses, as
well as the | P subnet nunmber of the outgoing interface (if |Pv4) or
the IP prefix list for the network over which the proposal is sent
(if IPv6). At this point in the flow, the client nmakes no | ocal
commi tnents of resources for SMC-R

When the server receives the SMC Proposal CLC nessage, it uses the
peer ID provided by the client, plus subnet or prefix information
provided by the client, to deternmine if it already has a usable SMC-R
link with this SMC-R peer. |If there are one or nore existing SMC-R
links with this SMC-R peer, the server then decides which SMC-R |ink
it will use for this TCP connection. See Sections 3.5.2 and 3.5.3
for the cases of reusing an existing SMC-R link or creating a
parallel SMC-R |ink group between SMC-R peers.

If this is a first contact between SMC-R peers, the server nust
validate that it is on the sane LAN as the client before continuing.
For |1 Pv4, the server does this by verifying that it has an interface
with an | P subnet nunber that matches the subnet nunber sent by the
client in the SMC Proposal. For IPv6, it does this by verifying that
it is directly attached to at |least one |IP prefix that was |listed by
the client in its SMC Proposal nessage.

If the server agrees to use SMC-R, the server begins the setup of a
new SMC-R | ink by allocating | ocal QP and RVMB resources (setting its
QP state to INIT) and providing its full SMC-R information in an SMC
Accept CLC nessage to the client over the TCP connection, along wth
a flag set indicating that this is a first contact flow \While the
SMC Accept message could flow over any IP route back to the client
dependi ng upon Layer 3 IP routing, the SMC-R credentials provided
nmust be for the common subnet or prefix between the server and
client, as determ ned above. |If the server cannot or does not want
to do SMC-Rwith the client, it sends an SMC Decline CLC nessage to
the client, and the connection data nmay begin flow ng using nornal
TCP/ 1P fl ows.
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3.5.1.3. Server Acceptance

When the client receives the SMC Accept fromthe server, it

determ nes whether this is a new or existing SMC-R |ink, using the
conmbi nation of the following: the first contact flag, its MAC/ G D and
the MACC A D returned by the server, the VLAN over which the
connection is setting up, and the QP nunber provided by the server.

If it is an existing SMC-R link and the client agrees to use that
link for the TCP connection, see Section 3.5.2 ("Subsequent Contact")
below. If it is a new SMC-R |ink between peers that already have an
SMC-R link, then the server is starting a new SMC-R |ink group.

Assum ng that either (1) this is a first contact between peers or
(2) the server is starting a new SMC-R |ink group, the client now
all ocates |l ocal QP and RVB resources for the SMC-R link (setting the
QP state to RTR (ready to receive)), associates themw th the server
QP as learned fromthe SMC Accept CLC nessage, and sends an SMC
Confirm CLC nessage to the server over the TCP connection with its
SMC-R link information included. The client also starts a tiner to
wait for the server to confirmthe reliably connected queue pair, as
descri bed bel ow.

3.5.1.4. dient Confirnmation

Upon receipt of the client’s SMC Confirm CLC nessage, the server
associates its Q for this SMG-RIink with the client’s QP as | earned
fromthe SMC Confirm CLC nessage and sets its QP state to RTS (ready
to send). The client and the server now have reliably connected
queue pairs.

3.5.1.5. Link (Q) Confirmation

Since setting up the SMC-R link and its QPs did not require any
network flows on the RoCE fabric, the client and server mnust now
confirmconnectivity over the RoCE fabric. To acconplish this, the
server will send a CONFIRM LI NK Link Layer Control (LLC) nessage to
the client over the newy created SMC-R |ink, using the RoCE fabric.
The CONFI RM LI NK LLC nessage will provide the server’s MAC, A D, and
QP information for the connection, allow each partner to conmunicate
t he maxi mum nunber of links it can tolerate in this link group (the
"link limt"), and will additionally provide two link IDs:

0 a 1-byte server-assigned |ink nunber that is used by both peers to

identify the link within the link group and is only unique w thin
a link group.
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0 a 4-byte link user ID. This opaque value is assigned by the
server for the server’s local use and is provided to the client
for managenent purposes -- for exanple, to use in network
managenent di spl ays and products.

When the server sends this nessage, it will set a tiner for receiving
confirmation fromthe client.

Wien the client receives the server’s confirmation in the formof a
CONFI RM LI NK LLC nessage, it will cancel the confirmation tinmer it
set when it sent the SMC Confirm nmessage. The client will also
advance its QP state to RTS and respond over the RoCE fabric with a
CONFI RM LI NK response LLC nessage that (1) provides its MAC, A D,
QP nunber, and link limt, (2) confirms the 1-byte Iink nunber sent
by the server, and (3) provides its own 4-byte link user IDto the
server.
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Technically, the data for the TCP connection could now fl ow over the
RoCE path. However, if this is a first contact, there is no
alternate for this recently established RoCE path. Since in the
current architecture there is no failover fromRoCE to | P once
connection data starts flowing, this neans that a failure of this
path woul d di srupt the TCP connection, neaning that the |level of
redundancy and failover is less than that provided by IP. [If the
network has alternate RoCE paths available, they would not be usable
at this point. This situation would be unacceptabl e.

3.5.1.6. Second SMC-R Link Setup

Because of the unacceptable situation described above, TCP data wll
not be allowed to flow on the newy established SMC-R link until a
second path has been set up, or at |east attenpted.

If the server has a second RNIC avail able on the sanme LAN, it
attenpts to set up the second SMC-R Iink over that second RNIC. If
it only has one RNIC available on the LAN, it will attenpt to set up
the second SMC-R Iink over that one RNIC. 1In the latter case, the
server is attenpting to set up an asymetric link, in case the client
does have a second RNIC on the LAN

In either case, the server allocates a new QP over the RNIC it is
attenpting to use for the second Iink and assigns a |link nunber to
the new link; the server also creates an RToken for the RVB over this
second QP (note that this nmeans that the first and second QP each
have their own RToken to represent the sane RVMB). The server
provides this information, as well as the MAC and G D of the RNIC
over which it is attenpting to set up the second link, in an ADD LI NK
LLC nessage that it sends to the client over the SMC-R link that is

al ready set up.

3.5.1.6.1. dient Processing of ADD LINK LLC Message from Server

When the client receives the server’s ADD LINK LLC nessage, it

exam nes the G D and MAC provided by the server to determ ne whether
the server is attenpting to use the sanme server-side RNIC as the
existing SMC-R link or a different one

If the server is attenpting to use the sane server-side RNIC as the
existing SMC-R link, then the client verifies that it has a second

RNIC on the sanme LAN. If it does not, the client rejects the
ADD LINK request fromthe server, because the resulting link would be
a parallel Iink, which is not supported within a link group. |If the

client does have a second RNIC on the sane LAN, it accepts the
request, and an asymetric link will be set up
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If the server is using a different server-side RNIC fromthe existing
SMC-R link, then the client will accept the request and a second
SMC-R link will be set up in this SMC-R link group. |If the client
has a second RNIC on the same LAN, that second RNIC will be used for
the second SMC-R link, creating symetric links. |If the client does
not have a second RNIC on the sanme LAN, it will use the same RNIC as
was used for the initial SMC-R link, resulting in the setup of an
asynmetric link in the SMC-R |ink group.

In either case, when the client accepts the server’s ADD LI NK
request, it allocates a new QP on the chosen RNIC and creates an RKey
over that new QP for the client-side RvB for the SMC-R |ink group
then sends an ADD LINK reply LLC nessage to the server providing that
informati on as well as echoing the |link nunber that was sent by the
server.

If the client rejects the server’s ADD LINK request, it sends an ADD
LINK reply LLC nessage to the server with the reason code for the
rejection.

3.5.1.6.2. Server Processing of ADD LINK Reply LLC Message from i ent

If the client sends a negative response to the server or no reply is
received, the server frees the RoCE resources it had allocated for
the new link. Having a single link in an SMC-R link group is
undesirable. The server’s recovery is detailed in Appendix C 8
("Failure to Add Second SMC-R Link to a Link Goup").

If the client sends a positive reply to the server with

MAC/ G D/ QP/ RKey i nformation, the server associates its QP for the new
SMC-R link to the QP that the client provided. Now, the new SMC-R
link is in the same situation that the first was in after the client
sent its ACK packet -- there is a reliably connected queue pair over
the new RoCE path, but there have been no RoCE flows to confirmthat
it's actually usable. So, at this point, the client and server will
exchange CONFI RM LI NK LLC nessages just like they did on the first
SMC-R I'i nk

If either peer receives a failure during this second CONFIRM LI NK LLC
exchange (either an immediate failure -- which inplies that the
message did not reach the partner -- or a tinmeout), it sends a DELETE
LINK LLC nessage to the partner over the first (and now only) link in
the Iink group. This DELETE LINK LLC nmessage nust be acknow edged
before data can flow on the single link in the link group
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ot e e e
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............................................ >
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ot e e e
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............................................. >
CONFI RM LI NK response( MD, GD, @QP65, |ink nunber = 2, link user ID)
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3.5.1.6.3. Exchange of RKeys on Second SMC-R Link

Note that in the scenario described here -- first contact -- there is
only one RVMB RKey to exchange on the second SMC-R link, and it is
exchanged in the ADD LI NK CONTI NUATI ON request and reply. In
scenarios other than first contact -- for exanple, adding a new SMC-R
link to a longstanding link group with nultiple RVBs -- additional
flows will be required to exchange additional RVB RKeys. See

Section 3.5.5.2.3 ("Adding a New SMC-R Link to a Link Goup with
Miultiple RVBs") for nore details on these flows.

3.5.1.6.4. Aborting SMC-R and Falling Back to IP

If both partners don’t provide the SMC-R TCP option during the

t hree-way TCP handshake, the connection falls back to normal TCP/IP.
During the SMC-R negotiation that occurs after the three-way TCP
handshake, either partner may break off SMC-R by sending an SMC
Decline CLC nessage. The SMC Decline CLC nessage nmay be sent in

pl ace of any expected nessage and nay al so be sent during the CONFI RM
LINK LLC exchange if there is a failure before any application data
has flowed over the RoCE fabric. For nore details on exactly when an
SMC Decline can flow during Iink group setup, see Appendices C 1
("SMC Decline during CLC Negotiation") and C. 2 ("SMC Decline during
LLC Negotiation").

If this fallback to I P happens while setting up a new SMC-R | i nk
group, the RoCE resources allocated for this SMC-R Iink group

rel ati onship are torn down, and it will be retried as a new SMC-R
link group next time a connection starts between these peers with
SMC-R proposed. Note that if this happens because one side doesn't
support SMC-R, there will be very little to tear down, as the TCP
option will have failed to flow on either the initial SYN or the
SYN- ACK before either side had reserved any | ocal RoCE resources.

3.5.2. Subsequent Contact

"Subsequent contact" neans setting up a new TCP connection between
two peers that already have an SMC-R |ink group between them and
reusing the existing SMCG-R link group. In this case, it is not
necessary to allocate new QPs. However, it is possible that a new
RMB has been allocated for this TCP connection, if the previous TCP
connection used the last elenent available in the previously used
RVB, or for any other inplenentation-dependent reason. For this
reason, and for conveni ence and error checking, the sane TCP

option 254, followed by the inline negotiation nethod described for
initial contact, will be used for subsequent contact, but the
processing differs in some ways. That processing is described bel ow
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3.5.2.1. SMC- R Proposal

Wien the client begins the inline negotiation with the server, it
does not know if this is a first contact or a subsequent contact.
The client cannot know this information until it sees the server’s
peer ID, to determ ne whether or not it already has an SMC-R |ink
with this peer that it can use. There are several reasons why it is
not sufficient to use the partner |IP address, subnet, VLAN, or other
IP information to make this deternination. The nost obvi ous reason
is distributed systens: if the server IP address is actually a
virtual I P address representing a distributed cluster, the actua
host serving this TCP connection may not be the sane as the host that
served the last TCP connection to this same | P address.

After the TCP t hree-way handshake, assum ng that both partners

i ndicate SMC-R capability, the client builds and sends the

SMC Proposal CLC nessage to the server in exactly the sane manner as
it does in the "first contact" case, and in fact at this point
doesn’'t know if it's a first contact or a subsequent contact. As in
the "first contact" case, the client sends its peer |D val ue,
suggested RNIC MAC/ A D, and | P subnet or prefix infornmation.

Upon receiving the client’s proposal, the server |ooks up the
provided peer IDto determine if it already has a usable SMC-R

link group with this peer. |If it does already have a usable SMC-R
link group, the server then needs to decide whether it will use the
existing SMC-R link group or create a new link group. For the case
of the new link group, see Section 3.5.3 ("First Contact Variation
Creating a Parallel Link G oup”) bel ow.

For this discussion, assune that the server decides to use the
existing SMC-R Iink group for the TCP connection, which is expected
to be the nost conmon case. The server is responsible for making
this decision. The server then needs to communi cate that information
to the client, but it is not necessary to allocate, associate, and
confirm@QPs for the chosen SMC-R Iink. Al that remains to be done
is to set up RVB space for this TCP connection

If one of the RVBs already in use for this SMC-R link group has an
avail abl e el ement that uses the appropriate buffer size, the server
nmerely chooses one for this TCP connection and then sends an SMC
Accept CLC nessage providing the full RoCE information for the chosen
SMC-R link to the client, using the sane fornmat as the SMC Accept CLC
message described in Section 3.5.1 ("First Contact") above.
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The server may choose to use the SMC-R link that natches the
suggested MAC/ A D provided by the client in the SMC Proposal for its
RDVMA wites but is not obligated to do so. The final decision on
whi ch specific SMC-R link to assign a TCP connection to is an

i ndependent server and client decision.

It may be necessary for the server to allocate a new RMB for this
connection. The reasons for this are inplenentation dependent and
coul d include the foll ow ng:

0 no avail able space in existing RVMB or RVMBs, or

0o desire to allocate a new RVMB that uses a different buffer size
fromthe ones already created, or

o0 any other inplenmentation-dependent reason

In this case, the server will allocate the new RMB and then perform
the flows described in Section 3.5.5.2.1 ("Adding a New RMB to an
SMC-R Link Group"). Once that processing is conplete, the server
then provides the full RoCE information, including the new RKey, for
this connection in an SMC Confirm CLC nessage to the client.

3.5.2.2. SMZR Acceptance

Upon receiving the SMC Accept CLC nessage fromthe server, the client
exam nes the RoCE information provided by the server to determ ne
whether this is a first contact for a new SMC-R |link group or a
subsequent contact for an existing SMC-R link group. It is a
subsequent contact if the server-side peer ID, A D MC and Q
nunber provided in the packet match a known SMC-R link, and the first
contact flag is not set. |If this is not the case -- for exanple, the
G D and MAC match but the QP is new -- then the server is creating a
new, parallel SMC-R link group, and this is treated as a first

cont act .

A different RVB RToken does not indicate a first contact, as the
server nmay have all ocated a new RVB or nmay be using several RMBs for
this SMC-R link. The client needs the server’s RMB information only
for its ROMA wites to the server, and since there is no requirenent
for symmetric RMBs, this information is sinply control information
for the RDVA wites on this SMC-R |ink.

The client nust validate that the RVB el enent being provided by the

server is not in use by another TCP connection on this SMC-R |ink
group. This validation nmust validate the new <rtoken, index> across
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all known <rtoken, index> on this link group. See Section 4.4.2
("RMB El ement Reuse and Conflict Resolution") for the case in which
the server tries to use an RVMB elenent that is already in use on this
i nk group.

Once the client has determined that this TCP connection is a
subsequent contact over an existing SMC-R link, it perfornms an RVB
al l ocation process sinmlar to what the server did: it either

(1) allocates an elenment froman RVB al ready associated with this
SMC-R link or (2) allocates a new RVB, associates it with this SMCR
l'ink, and then chooses an el ement out of it.

If the client allocates a new RMB for this TCP connection, it
perfornms the processing described in Section 3.5.5.2.1 ("Adding a New
RVMB to an SMC-R Link Group"). Once that processing is conplete, the
client provides its full RoCE information for this TCP connection in
an SMC Confirm CLC nessage.

Because an SMC-R link with a verified connected QP al ready exists and
is being reused, there is no need for verification or alternate QP
sel ection flows or tinmers.

3.5.2.3. SMZ-R Confirmation

When the server receives the client’s SMC Confirm CLC nessage on a
subsequent contact, it verifies the follow ng:

o0 The RWB el enent provided by the client is not already in use by
anot her TCP connection on this SMC-R link group (see Section 4.4.2
("RVB El enent Reuse and Conflict Resolution") for the case in
which it is).

o The MAC A D/ QP information provided by the client matches an
active link within the Iink group. The client is free to select
any valid/active link. The client is not required to select the
sanme link as the server.

If this validation passes, the server stores the client’s RVB
i nformati on for this connection, and the RoCE setup of the TCP
connection is conplete.

3.5.2.4. TCP Data Flow Race with SMC Confirm CLC Message
On a subsequent contact TCP/IP connection, a peer may send data as
soon as it has received the peer RMB information for the connection

There are no additional RoCE confirmation flows, since the QPs on the
SMC-R link are already reliably connected and verified.
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In the majority of cases, the first data will flow fromthe client to
the server. The client nust send the SMC Confirm CLC nessage before
sendi ng any connection data over the chosen SMC-R |ink; however, the
client need not wait for confirmation of this nessage, and in fact
there will be no such confirmation. Since the server is required to
have the RVB fully set up and ready to receive data fromthe client
bef ore sending an SMC Accept CLC nessage, the client can begin
sendi ng data over the SMC-R link i mediately upon conpleting the send
of the SMC Confirm CLC nessage.

It is possible that data fromthe client will arrive at the
server-side RVMB before the SMC Confirm CLC nessage fromthe client
has been processed. 1In this case, the server nust handle this race
condi tion and not provide the arrived TCP data to the socket
application until the SMC Confirm CLC nessage has been received and
fully processed, opening the socket.

If the server has initial data to send to the client that is not a
response to the client (this case should be rare), it can send the
data i medi ately upon receiving and processing the SMC Confirm CLC
nmessage fromthe client. The client nust have opened the TCP socket
to the client application upon sending the SMC Confirm CLC nessage so
the client will be ready to process data fromthe server.

3.5.3. First Contact Variation: Creating a Parallel Link Goup

Recall that parallel SMC-R Ilinks within an SMC-R link group are not
supported. These are nultiple SMC-R links within a link group that
use the sane network path. However, multiple SMC-R |Iink groups

bet ween the sane peers are supported. This neans that if nultiple
SMC-R i nks over the same RoCE path are desired, it is necessary to
use nultiple SMC-R link groups. Wile not a reconmended practice,
this could be done for platformspecific reasons, |like QP separation
of different workloads. Only the server can drive the creation of
multiple SMC-R |ink groups between peers.

At a high level, when the server decides to create an additi onal
SMC-R link group with a client with which it already has an SMC-R
link group, the flows are basically the same as the nornal

"first contact" case described above. The follow ng text provides
nmore detail and clarification of processing in this case.

When the server receives the SMC Proposal CLC nessage fromthe client
and, using the MACCG D information, determines that it already has an
SMC-R link group with this client, the server can either reuse the
existing SMC-R link group (detailed in Section 3.5.2 ("Subsequent
Contact") above) or create a new SMC-R link group in addition to the
exi sting one.

Fox, et al. I nf or mat i onal [ Page 42]



RFC 7609 I BM s Shared Menory Communi cations over RDMA  August 2015

If the server decides to create a new SMC-R link group, it does the
same processing it would have done for first contact: allocate QP and
RVB resources as well as alternate QP resources, and comruni cate the
QP and RMB information to the client in the SMC Accept CLC nessage
with the first contact flag set.

When the client receives the server’'s SMC Accept CLC nessage with the
new QP information and the first contact flag set, it knows that the
server is creating a new SMC-R |ink group even though it already has
an SMC-R link group with the server. 1In this case, the client wll
also allocate a new QP for this new SMC-R link, allocate an RVB for
it, and generate an RKey for it.

Note that nultiple SMC-R link groups between the same peers nust
access different RVMB resources, so new RMBs will be required. Using
the sane RVMBs that are in use in another SMC-R link group is not
permtted.

The client then associates its new QP with the server’s new QP and
sends its SMC Confirm CLC nessage back to the server providing the
new QP/ RMB information, and then sets its confirmation tinmer for the
new SMC-R |i nk.

When the server receives the client’s SMC Confirm CLC nessage, it
associates its QP with the client’s QP as learned fromthe SMC
Confirm CLC nmessage and sends a confirmation LLC message. The rest
of the flow, with the confirmati on QP and setup of additional SMC-R
links, unfolds just like the "first contact" case.

3.5.4. Normal SMC-R Link Term nation

The normal socket APl trigger points are used by the SMC-R | ayer to
initiate SMC-R connection termination flows. The nmain design point
for SMC-R normal connection flows is to use the SMC-R protocol to
first shut down the SMC-R connection and free up any SMC-R RDVA
resources, and then allow the normal TCP connection term nation
protocol (i.e., FIN processing) to drive cleanup of the TCP
connection that exists on the IP fabric. This design point is very
i mportant in ensuring that RDVA resources such as the RVMBEs are only
freed and reused when both SMC-R endpoints are conpletely done with
their RDMA wite operations to the partner’s RMBE

When the | ast TCP connection over an SMC-R Iink group terninates, the
link group can be ternminated. Sinilar to creation of SMC-R Iinks and
link groups, the primary responsibility for determnining that normal
termnation is needed and initiating it lies with the server.
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I npl enentations nay opt to set timers to keep SMC-R |ink groups up
for a specified tinme after the last TCP connection ends, to avoid
churn in cases where TCP connections cone and go regularly.

The link or link group may al so be term nated as a result of a
command initiated by the operator. This command can be entered at
either the client or the server. |If entered at the client, the
client requests that the server performlink or |ink group

term nation, and the responsibility for doing so ultimately lies with
the server.

When the server determines that the SMC-R link group is to be
termnated, it sends a DELETE LINK LLC nessage to the client, with a
flag set indicating that all links in the link group are to be
terminated. After receiving confirmation fromthe adapter that the
DELETE LI NK LLC nessage has been sent, the server can clean up its
end of the link group (Qs, RVBs, etc.). Upon receipt of the DELETE
LI NK nessage fromthe server, the client nust inmediately conply and
clean up its end of the link group. Any TCP connections that the
client believes to be active on the Iink group nust be immediately
ter m nat ed

The client can request that the server delete the |ink group as well.
The client does this by sending a DELETE LI NK nessage to the server,

i ndicating that cleanup of all links is requested. The server nust
comply by sending a DELETE LINK to the client and processing as
described in the previous paragraph. |If there are TCP connecti ons

active on the link group when the server receives this request, they
are imedi ately term nated by sending a RST flow over the IP fabric.

3.5.5. Link Group Managenent Fl ows
3.5.5.1. Adding and Deleting Links in an SMC-R Link G oup

The server has the lead role in nanagi ng the conposition of the Iink
group. Links are added to the link group by the server. The client
may notify the server of new conditions that nmay result in the server
adding a new link, but the server is ultimately responsible. In
general, links are deleted fromthe Iink group by the server

however, in certain error cases the client may i nformthe server that
a link nmust be deleted and treat it as deleted w thout waiting for
action fromthe server. These flows are detailed in the sections
that follow
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3.5.5.1.1. Server-Initiated ADD LI NK Processi ng

As described in previous sections, the server initiates an ADD LI NK
exchange to create redundancy in a newy created |ink group. Once a
link group is established, the server may also initiate ADD LINK for
ot her reasons, including:

0 Availability of additional resources on the server host to support
an additional SMC-R link. This may include the provisioning of an
additional RNIC, nore storage becomni ng avail able to support
addi ti onal QP resources, operator command, or any other
i mpl enent ati on- dependent reason. Note that in order to be
available for an existing link group a new RNIC nust be attached
to the sane RoCE LAN that the Iink group is using.

0 Receipt of notification fromthe client that additional resources
on the client are available to support an additional SMC-R Iink
See Section 3.5.5.1.2 ("Cient-lnitiated ADD LI NK Processing").

Server-initiated ADD LI NK processing in an established SMC-R |ink
group is the same as the ADD LI NK processing described in

Section 3.5.1.6 ("Second SMC-R Link Setup"), with the foll ow ng
changes:

o I|If an asymmetric SMC-R link already exists in the link group, a
second asymmetric link will not be created. Only one asymetric
link is permitted in a link group

o TCP data flow on already-existing link(s) in the link group is not
halted or otherwi se affected during the process of setting up the
additional Iink.

The server will not initiate ADD LINK processing if the Iink group
al ready has the maxi mrum nunber of |inks negotiated by the partners.

3.5.5.1.2. dient-Initiated ADD LI NK Processi ng

If an additional RNIC becones available for an existing SMC-R |ink
group on the client’s side, the client notifies the server by sending
an ADD LI NK request LLC nmessage to the server. Unlike an ADD LI NK
request sent by the server to the client, this ADD LI NK request
merely inforns the server that the client has a new RNIC. If the
Iink group | acks redundancy or has redundancy only on an asynmetric
link with a single RNIC on the client side, the server nust initiate
an ADD LI NK exchange in response to this nessage, to create or

i nprove the link group’s redundancy.
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If the link group already has symretric-1ink redundancy but has fewer
than the negoti ated maxi num nunber of |inks, the server nay respond
by initiating an ADD LI NK exchange to create a new |link using the
client’s new resource but is not required to do so.

If the link group already has the negotiated naxi mum nunber of |inks,
the server nust ignore the client’s ADD LI NK request LLC nessage.

Because the server is not required to respond to the client’s
ADD LINK LLC nmessage in all cases, the client nmust not wait for a
response or throw an error if one does not cone.

3.5.5.1.3. Server-Initiated DELETE LI NK Processi ng
Reasons that a server may delete a link include the follow ng:

o The link has not been used for TCP connections for an
i npl enentation-defined tine interval, and deleting the link wll
not cause the link group to | ack redundancy.

0 Errors in resources supporting the link occur. These errors may
i nclude, but are not limted to, RNIC errors, QP errors, and
software errors.

0 The RNIC supporting this SMC-R link is being taken down, either
because of an error case or because of an operator or software
conmand.

If alink being deleted is supporting TCP connections and there are
one or nore surviving links in the link group, the TCP connections
are noved to the surviving links. For nore information on this
processing, see Section 2.3 ("SMC-R Resilience and Load Bal anci ng").

The server deletes a link fromthe Iink group by sending a

DELETE LI NK request LLC nessage to the client over any of the usable
links in the Iink group. Because the DELETE LI NK LLC nessage
specifies which link is to be deleted, it may flow over any link in
the link group. The server nmust not clean up its RoCE resources for
the link until the client responds.

The client responds to the server’s DELETE LI NK request LLC nessage
by sending the server a DELETE LI NK response LLC nessage. The client
nmust respond positively; it cannot decline to delete the Iink. Once
the server has received the client’s DELETE LI NK response, both sides
may clean up their resources for the link
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Either a positive wite conpletion or sonme other indication fromthe
RNIC on the client’s side is sufficient to indicate to the client
that the server has received the DELETE LI NK response

Host X Host Y

oo e e oo + oo e e oo +
| S e + S e + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2| QP 9 |
| RToken X] | Fail ed| <--X----X----X----X-->| |

| | | | | | |
| \/ [ + [ + |
| +-------- + | | |
|| Del eted| | | |
|| RVB | | | |
| | | | | |
| +-------- + | | |
| /\ [ + [ + |
| RToken Z| | | SMC-R Link 2 |

| | [|RNIC 3| <--------mmmmmmm o - - >| RNI C 4| |
| QP 64| | | | QP 65 |
| R e + R e + |
Fom e e oo + Fom e e oo +

reason code = RNIC failure)

DELETE LI NK(response, |ink nunber

1
[
N—r

(Note: Architecturally, this exchange can flow over either
SMC-R link but nost likely flows over Link 2, since
the RNIC for Link 1 has failed.)

Figure 10: Server-Initiated DELETE LI NK Fl ow
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3.5.5.1.4. dient-Initiated DELETE LI NK Request

The client may request that the server delete a link for the sane
reasons that the server may delete a link, except for inactivity
ti meout .

Because the client depends on the server to delete links, there are
two types of delete requests fromclient to server:

0 Oderly: The client is requesting that the server delete the link
when able. This would result froman operator comuand to bring

down the RNIC or sone other nonfatal reason. 1In this case, the
server is required to delete the Iink but may not do it right
away.

o Disorderly: The server nust delete the link right away, because
the client has experienced a fatal error with the link

In either case, the server responds by initiating a DELETE LI NK
exchange with the client, as described in the previous section. The
di fference between the two is whether the server nust do so

i medi ately or can delay for an opportunity to gracefully delete the
l'ink.
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Host X Host Y
e + e +
| R + R + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2] QP 9 |
| RToken X| | [ <---X--X-=-X--X--X--X->| Fai | ed|
| | | | | |
| \/ S e + S e + |
| +-------- + | | |
|| Del eted| | | |
|| RVB | | | |
|l | | | |
|+ + | | |
| /\ S e + S e + |
| RToken Z| | | SMC-R Link 2 |
| | [RNIC 3| <--------mmmmmmm o - >| RNI C 4| |
| P 64] | | | @65 |
| Hom - - + Hom - - + |
e e e a - + e e e a - +
DELETE LI NK(request, |ink number = 1, disorderly,
ot e
reason code = RNIC failure)
DELETE LI NK(request, |ink number =1
................................................ >
reason code = RNIC failure)
DELETE LI NK(response, |ink nunber = 1)
ot e
(Note: Architecturally, this exchange can flow over either
SMC-R link but nost likely flows over Link 2, since
the RNIC for Link 1 has failed.)
Figure 11: Cient-Initiated DELETE LI NK Fl ow
3.5.5.2. Managing Miultiple RKeys over Miultiple SMC-R Links in a

Li nk G oup

After the initia
connections increases, it
nore RVMBs to the |ink group

manages its RVBs. Al so recal
QP, which neans that when there are

Recal

cont act sequence conpletes and the nunber of TCP
is possible that the SMC peers coul d add

that each peer independently

that an RVB's RToken is specific to a

multiple SMC-R links in a link

group,

each RMB accessed with the link group requires a separate

RToken for each SMC-R link in the group

Fox,
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I nf or mat i ona
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Each RVMB that is added to a link nmust be added to all links within
the link group. The set of RMBs created for the link is called the
"RToken set". The RTokens nust be exchanged with the peer. As RMBs
are added and del eted, the RToken set nust remain in sync.

3.5.5.2.1. Adding a New RMB to an SMC-R Li nk G oup

A new RMB can be added to an SMC-R Iink group on either the client
side or the server side. \Wen an additional RVMB is added to an

exi sting SMC-R Iink group, that RVB nust be associated with the QPs
for each Iink in the link group. Therefore, when an RVMB is added to
an SMC-R link group, its RVB RToken for each SMC-R link’'s QP nust be
conmmuni cated to the peer.

The tokens for a new RVB added to an existing SMC-R link group are
communi cat ed usi ng CONFI RM RKEY LLC nmessages, as shown in Figure 12.
The RToken set is specified as pairs: an SMC-R |ink nunber, paired
with the new RMB's RToken over that SMC-R link. To preserve failover
capability, any TCP connection that uses a newy added RVB cannot go
active until all RTokens for the RVMB have been comunicated for all
of the links in the Iink group.
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Host X Host Y
Fommmmmmmeeeeaaaaaaa + Fommmmmmmeeeeaaaaaaa +
| R e + R e + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2| QP 9 |
| RToken X] | S L >| | |
| | | | | |
| \/ S e + S e + |
| +-------- + | | |
|| New | | | |
|| RVB | | | |
| | | | | |
| #omm e + | | |
| /\ S e + S e + |
| RToken Z| | | SMC-R Link 2 |
| | [|RNIC 3| <--------mmmmmm e - - >| RNI C 4| |
| P 64| | | | @ 65 |
| Hom - - + Hom - - + |
e e e e e e e e e e e e e e oo + e e e e e e e e e e e e e e oo +

RToken set ((Link 1, RToken X), (Link 2, RToken Z7)))

CONFI RM RKEY( r esponse, Add,

RToken set ((Li nk 1, RToken X), (Link 2, RToken 2)))
(Note: This exchange can fl ow over either SMC-R link.)
Figure 12: Add RMB to Existing Link G oup

| mpl enent ati ons nay choose to proactively add RVMBs to link groups in
anticipation of need. For exanple, an inplenmentation nay add a new

RMB when a certain usage threshold (e.g., percentage used) for all of
its existing RVMBs has been exceeded.

A new RMB may al so be added to an existing |ink group on an as-needed
basis -- for exanple, when a new TCP connection is added to the link
group but there are no available RVB el ements. In this case, the CLC
exchange i s paused while the peer that requires the new RVB adds it.
An exanple of this is illustrated in Figure 13.
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Host X -- Server Host Y -- dient
om e e e + o e eiaaao- +
| Peer ID = PS1 | | Peer |ID = PCl |
| [ + [ + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2| QP 64 |
| RToken X| | MAC MA| <----mmmmmmmmme i o - >| MAC MB| | |
| | | G D G4 | G D GB| | RToken Y2|
| \/ +o-m- - + +o-m- - + \/ |
[ESERREEES + | | oo +
| ] | | Subnet S1 | | New |
|| RVB | | | | RVB |
|+ + | | b +
| /\ +o-m- - - + +o-m- - - + [\ |
| | | RNI C 3] SMC-R Link 2 | RNI C 4] | RToken W2|
| | IMAC MO <o > MAC MDY |
I QP9 |GD ] |G DG QP 65 I
| Hom - - + Hom - - + |
e e e a - + o e e e e e e e oo o +

CONFI RM RKEY( r equest, Add,
""""" RToken set ((Link 1, RToken Y2), (Link 2, RToken V)))
CONFI RM RKEY( r esponse, Add,

RToken set ((Link 1, RToken Y2), (Li nk 2, RToken W2)))

SMC Confirm PCl, MB, GB, QP64, RToken=Y2, RMB el enent index)

------------ " TCP/IP and CLC fl ows
............ RoCE (LLC) flows

Figure 13: Cient Adds RMB during TCP Connection Setup
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3.5.5.2.2. Deleting an RVMB from an SMC-R Link G oup

Ei t her peer can delete one or nore of its RVMBs as long as it is not
bei ng used for any TCP connections. ldeally, an SMC-R peer woul d use
atinmer to avoid freeing an RMB i medi ately after the | ast TCP
connection stops using it, to keep the RVB available for later TCP
connections and avoid thrashing with addition and del eti on of RMBs.
Once an SMC-R peer decides to delete an RVMB, it sends a DELETE RKEY
LLC nmessage to its peer. It can then free the RVMB once it receives

a response fromthe peer. Miltiple RVMBs can be deleted in a

DELETE RKEY exchange.

Note that in a DELETE RKEY nessage, it is not necessary to specify
the full RToken for a deleted RMB. The RWMB's RKey over one link in
the link group is sufficient to specify which RVB is being del eted.

Host X Host Y

e e e a - + e e e a - +
| S e + S e + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2| QP 9 |
| RToken X] | I L T >| |

| | | | | | |
| \/ [ + [ + |
| +-------- + | | |
|| Del eted| | | |
|| RVB | | | |
| | | | | |
| +-------- + | | |
| /\ [ + [ + |
| RToken Z| | | SMC-R Link 2 |

| | [|RNIC 3| <--------mmmmmmm o - - >| RNI C 4| |
| QP 9| | | | |
| R e + R e + |
o e e e - + o e e e - +

DELETE RKEY(request, RKey list(RKey X))

DELETE RKEY(response, RKey list(RKey X))

(Note: This exchange can fl ow over either SMC-R link.)

Figure 14: Delete RVMB from SMC-R Li nk G oup
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3.5.5.2.3. Adding a New SMC-R Link to a Link Group with Miultiple RVBs

When a new SMC-R link is added to an existing |link group, there could
be multiple RVMBs on each side already associated with the link group
There could al so be a different nunber of RVBs on one side than on
the ot her, because each peer nmanages its RMBs i ndependently. Each of
these RMBs will require a new RToken to be used on the new SMC-R
Iink, and those new RTokens nust then be comuni cated to the peer
This requires two-way comuni cation, as the server will have to
communi cate its RTokens to the client and vice versa.

RTokens are conmuni cated between peers in pairs. Each RToken pair
consi sts of:

0 The RToken for the RVB, as is already known on an existing SMC-R
link in the link group

o The RToken for the sane RVMB, to be used on the new SMC-R |ink

These pairs are required to ensure that each peer knows which RTokens
across QPs are equival ent.

The ADD LI NK request and response LLC nmessages do not have enough
space to contain any RToken pairs. ADD LI NK CONTI NUATI ON LLC
messages are used to conmunicate these pairs, as shown in Figure 15.
The ADD LI NK CONTI NUATI ON LLC nessages are sent on the sanme SMC-R
link that the ADD LI NK LLC nmessages were sent over, and in both the
ADD LI NK and ADD LI NK CONTI NUATI ON LLC nmessages the first RToken in
each RToken pair will be the RToken for the RVB as known on the SMC-R
link over which the LLC nessage is being sent.
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Host X -- Server Host Y -- dient

e + e +
| Peer ID = PS1 | | Peer |ID = PCl |
| [ + [ + |
| QP 8 |RNIC 1] SMC-R Link 1 |RNIC 2| QP 64 |
| RKey set | | MAC MA| <----mmmmmmmmme i o - >| MAC MB| | RKey set |
| X, Y, Z2 | | G D GAl | G D GB| |IQR S, T |
| \/ Fomm e + Fomm e + \/ |
| +ooe - + | | oo + |
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3.5.5.3. Serialization of LLC Exchanges, and Col |l i si ons

LLC flows can be divided into two main groups for serialization
consi derati ons.

The first group is LLC nessages that are independent and can flow at
any tine. These are one-tine, unsolicited nessages that either do
not have a required response or have a sinple response that does not
interfere with the operations of another group of messages. These
messages are as follows:

0 TEST LINK fromeither the client or the server: This nessage
requires a TEST LINK response to be returned but does not affect
the configuration of the link group or the RKeys.

0 ADD LINK fromthe client to the server: This nessage is provided
as an "FYI" to the server to let it know that the client has an
additional RNIC available. The server is not required to act upon
or respond to this nessage.

0 DELETE LINK fromthe client to the server: This nessage inforns
the server that either (1) the client has experienced an error or
problemthat requires a link or link group to be term nated or
(2) an operator has commanded that a link or link group be
term nated. The server does not respond directly to the nessage;
rather, it initiates a DELETE LI NK exchange as a result of
receiving it.

0o DELETE LINK fromthe server to the client, with the "delete entire
link group" flag set: This nmessage inforns the client that the
entire link group is being del eted.

The second group is LLC nessages that are part of an exchange of LLC
messages that affects link group configuration; this exchange nust
conmpl et e before anot her exchange of LLC nessages that affects |ink
group configuration can be processed. Wen a peer knows that one of
t hese exchanges is in progress, it nust not start another exchange.
These exchanges are as foll ows:

0 ADD LINK / ADD LINK response / ADD LI NK CONTI NUATI ON / ADD LI NK
CONTI NUATI ON response / CONFIRM LINK / CONFI RM LI NK response: This
exchange, by adding a new link, changes the configuration of the
Iink group.

o DELETE LINK / DELETE LINK response initiated by the server

wi thout the "delete entire link group"” flag set: This exchange, by
deleting a link, changes the configuration of the link group
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0 CONFI RM RKEY / CONFI RM RKEY response or DELETE RKEY / DELETE RKEY
response: This exchange changes the RMB configuration of the |ink
group. RKeys cannot change while |links are being added or del eted
(while an ADD LI NK or DELETE LINK is in progress). However,
CONFI RM RKEY and DELETE RKEY are unique in that both the client
and server can independently manage (add or renove) their own
RMBs. This allows each peer to concurrently change their RKeys
and therefore concurrently send CONFI RM RKEY or DELETE RKEY
requests. The concurrent CONFI RM RKEY or DELETE RKEY requests can
be i ndependently processed and do not represent a collision

Because the server is in control of the configuration of the Ilink
group, nmany timng wi ndows and collisions are avoided, but there are
still some that nust be handl ed.

3.5.5.3.1. Collisions with ADD LINK / CONFI RM LI NK Exchange
Col l'iding LLC nessage: TEST LINK
Action to resolve: Send i mediate TEST LINK reply.
Colliding LLC nessage: ADD LINK fromclient to server

Action to resolve: Server ignores the ADD LINK nessage. Wen
client receives server’'s ADD LINK, client will consider that
message to be in response to its ADD LINK nessage and the fl ow
works. Since both client and server know not to start this
exchange if an ADD LINK operation is already underway, this can
only occur if the client sends this nmessage before receiving the
server’s ADD LINK and this nessage crosses with the server’s ADD
LI NK nessage; therefore, the server’'s ADD LINK arrives at the
client imrediately after the client sent this nessage.

Col l'iding LLC nessage: DELETE LINK fromclient to server, specific
link specified

Action to resolve: Server queues the DELETE LI NK nessage and

processes it after the ADD LI NK exchange conpletes. |If it is an
orderly link termination, it can wait until after this exchange
continues. If it is disorderly and the link affected is the one

that the current exchange is using, the server will discover the
out age when a nessage in this exchange fails.

Col liding LLC nessage: DELETE LINK fromclient to server, entire link
group to be del eted

Action to resolve: Imediately clean up the link group
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Col liding LLC nessage: CONFI RM RKEY from client

Action to resolve: Send a negative CONFI RM RKEY response to the
client. Once the current exchange finishes, client will have to
reconpute its RKey set to include the new link and then start a
new CONFI RM RKEY exchange

3.5.5.3.2. Collisions during DELETE LI NK Exchange
Col l'iding LLC nessage: TEST LINK from either peer
Action to resolve: Send i nmedi ate TEST LI NK response.
Col I'iding LLC nessage: ADD LINK fromclient to server

Action to resolve: Server queues the ADD LINK and processes it
after the current exchange conpl etes

Col liding LLC nessage: DELETE LINK fromclient to server (specific
l'i nk)

Action to resolve: Server queues the DELETE LI NK nessage and
processes it after the current exchange conpletes. If it is an
orderly link termination, it can wait until after this exchange
continues. If it is disorderly and the link affected is the one
that the current exchange is using, the server will discover the
out age when a nessage in this exchange fails.

Col l'iding LLC nessage: DELETE LINK fromeither client or server
deleting the entire link group

Action to resolve: Imediately clean up the link group

Col l'iding LLC nessage: CONFIRM RKEY fromclient to server
Action to resolve: Send a negative CONFI RM RKEY response to the
client. Once the current exchange finishes, client will have to

reconpute its RKey set to include the new link and then start a
new CONFI RM RKEY exchange
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3.5.5.3.3. Collisions during CONFI RM RKEY Exchange
Col l'iding LLC nessage: TEST LINK
Action to resolve: Send i medi ate TEST LINK reply.
Col liding LLC nessage: ADD LINK fromclient to server

Action to resolve: Queue the ADD LINK, and process it after the
current exchange conpl et es.

Col liding LLC nessage: ADD LINK fromserver to client (CONFI RM RKEY
exchange was initiated by the client, and it crossed with the server
initiating an ADD LI NK exchange)

Action to resolve: Process the ADD LINK. Cdient will receive a
negati ve CONFI RM RKEY fromthe server and will have to redo this
CONFI RM RKEY exchange after the ADD LI NK exchange conpl et es.

Col I'iding LLC nessage: DELETE LINK fromclient to server, specific
link to be del eted (CONFI RM RKEY exchange was initiated by the
server, and it crossed with the client’s DELETE LI NK request)

Action to resolve: Server queues the DELETE LI NK nessage and
processes it after the CONFI RM RKEY exchange conpletes. If it is
an orderly link termnation, it can wait until after this exchange
continues. If it is disorderly and the link affected is the one
that the current exchange is using, the server will discover the
out age when a nessage in this exchange fails.

Col l'iding LLC nessage: DELETE LINK fromserver to client, specific
link del eted (CONFI RM RKEY exchange was initiated by the client, and
it crossed with the server’s DELETE LI NK)
Action to resolve: Process the DELETE LINK. Cdient will receive a
negative CONFI RM RKEY fromthe server and will have to redo this
CONFI RM RKEY exchange after the ADD LI NK exchange conpl et es.

Col I'iding LLC nessage: DELETE LINK fromeither client or server,
entire link group del eted

Action to resolve: Immediately clean up the link group

Col I'iding LLC nessage: CONFIRM LINK fromthe peer that did not start
the current CONFI RM LI NK exchange

Action to resolve: Queue the request, and process it after the
current exchange conpl etes
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4. SMC-R Menory-Sharing Architecture
4.1. RMB El enent Allocation Considerations

Each TCP connection using SMC-R nmust be allocated an RMBE by each
SMC-R peer. This allocation is perforned by each endpoi nt

i ndependently to allow each endpoint to select an RVBE t hat best

mat ches the characteristics on its TCP socket endpoint. The RVBE
associ ated with a TCP socket endpoint nust have a receive buffer that
is at least as large as the TCP receive buffer size in effect for
that connection. The receive buffer size can be determ ned by what
is specified explicitly by the application using setsockopt() or
inmplicitly via the systemconfigured default value. This will allow
sufficient data to be ROMA-written by the SMC-R peer to fill an
entire receive buffer size's worth of data on a given data flow

G ven that each RVMB nust have fixed-1ength RVBEs, this inplies that
an SMC-R endpoint may need to maintain nmultiple RVBs of various sizes
for SMC-R connections on a given SMC-R link and can then sel ect an
RMBE that nost closely fits a connection

4.2. RMB and RMBE For mat

An RMB is a virtual nmenory buffer whose backing real nenory is
pinned. The RVMB is subdivided into a whol e nunber of equal -sized RVB
El enrents (RVBEs). Each RMBE begins with a 4-byte eye catcher for

di agnostic and service purposes, followed by the receive data buffer
The contents of this diagnostic eye catcher are inplenentation
dependent and shoul d be used by the | ocal SMC-R peer to check for
overlay errors by verifying an intact eye catcher with every RVBE
access.

The RMBE is a wrapping receive buffer for receiving RDMA wites from
the peer. Cursors, as described bel ow, are exchanged between peers
to manage and track RDMA wites and |l ocal data reads fromthe RVBE
for a TCP connecti on.

4.3. RMBE Control Information

RMBE control information consists of consuner cursors, producer
cursors, wap counts, CDC nmessage sequence nunbers, control flags
such as urgent data and "writer blocked" indicators, and TCP
connection information such as termnation flags. This infornation

i s exchanged between SMC-R peers using CDC nessages, which are passed
usi ng RoCE SendMsg. A TCP/IP stack inplenmenting SMC-R nust receive
and store this information in its internal data structures, as it is
used to manage the RMBE and its data buffer.
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The format and contents of the CDC nessage are described in detail in
Appendi x A 4 ("Connection Data Control (CDC) Message Format"). The
following is a high-level description of what this contro

i nformati on contains.

o Connection state flags such as sendi ng done, connection cl osed,
fail over data validation, and abnormal close.

0 A sequence nunber that is managed by the sender. This sequence
nunber starts at 1, is increased each send, and waps to 0. This
sequence nunber tracks the CDC nmessage sent and is not related to
the nunber of bytes sent. It is used for failover data
val i dati on.

0 Producer cursor: a wapping offset into the receiver’s RVBE data
area. Set by the peer that is witing into the RVBE, it points to
where the witing peer will wite the next byte of data into an
RMBE. This cursor is acconpanied by a wap sequence nunber to
hel p the RVBE owner (the receiver) identify full w ndow size
wapping wites. Note that this cursor nmust account for (i.e.
skip over) the RVBE eye catcher that is in the beginning of the
data area.

0 Consuner cursor: a wapping offset into the receiver’s RVBE data
area. Set by the owner of the RVBE (the peer that is reading from
it), this cursor points to the offset of the next byte of data to
be consumed by the peer inits owmn RMBE. The sender cannot wite
beyond this cursor into the receiver’'s RVBE wi t hout causing data
| oss. Like the producer cursor, this is acconpanied by a wap
count to help the witer identify full w ndow size w apping reads.
Note that this cursor nust account for (i.e., skip over) the RMBE
eye catcher that is in the beginning of the data area.

o Data flags such as urgent data, witer blocked indicator, and
cursor update requests.

Use of RMBEs
1. Initializing and Accessi ng RVBEs

The RMBE eye catcher is initialized by the RVMB owner prior to
assigning it to a specific TCP connection and comuni cating its RVB
index to the SMC-R partner. After an RMBE index is conmunicated to
the SMC-R partner, the RVMBE can only be referenced in "read-only
node" by the owner, and all updates to it are perforned by the renote
SMC-R partner via RDVA wite operations.
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Initialization of an RMBE nust include the foll ow ng:

0 Zeroing out the entire RVBE receive buffer, which hel ps mninze
data integrity issues (e.g., data froma previous connection
sonmehow bei ng presented to the current connection).

0 Setting the beginning RMBE eye catcher. This eye catcher plays an
i mportant role in hel ping detect accidental overlays of the RVBE
The RMB owner should always validate these eye catchers before
each new reference to the RMBE. If the eye catchers are found to
be corrupted, the local host must reset the TCP connection
associated with this RVBE and | og the appropriate diagnostic
i nformation.

2. RMB El enent Reuse and Conflict Resolution

RVB el enents can be reused once their associated TCP and SMC-R
connections are termnated. Under nornmal and abnornmal SMC-R
connection term nation processing, both SMC-R peers nust explicitly
acknow edge that they are done using an RVMBE before that el enment can
be freed and reassigned to another SMC-R connection instance. For
nore details on SMC-R connection ternmnation, refer to Section 4.8

However, there are sone error scenarios where this two-way explicit
acknow edgnment may not be conpleted. In these scenarios, an RMBE
owner may choose to reassign this RMBE to a new SMC-R connecti on
instance on this SMC-R Iink group. Wen this occurs, the partner
SMC-R peer mnmust detect this condition during SMC-R Rendezvous
processi ng when presented with an RVBE that it believes is already in
use for a different SMC-R connection. 1In this case, the SMC-R peer
nmust abort the existing SMC-R connection associated with this RVBE
The abort processing resets the TCP connection (if it is still
active), but it nmust not attenpt to performany RDVA wites to this
RMBE and nust al so ignore any data sitting in the | ocal RVBE
associated with the existing connection. It then proceeds to free up
the I ocal RMBE and notify the local application that the connection
is being abnormally reset.

The renote SMC-R peer then proceeds to normal processing for this new
SMC- R connecti on.

, et al. I nf or mat i onal [ Page 62]



RFC 7609 I BM s Shared Menory Communi cations over RDMA  August 2015

4.5, SMC-R Protocol Considerations

The foll owi ng sections describe considerations for the SMC-R protocol
as conpared to TCP.

4.5.1. SMC-R Protocol Optinized Wndow Si ze Updat es

An SMC-R receiver host sends its consuner cursor information to the
sender to convey the progress that the receiving application has nade
in consum ng the sent data. The difference between the witer’s
producer cursor and the associated receiver’s consumer cursor

i ndi cates the wi ndow size available for the sender to wite into.
This is somewhat sinmilar to TCP wi ndow updat e processing and
therefore has sonme sinilar considerations, such as silly w ndow
syndrone avoi dance, whereby TCP has an optinization that ninimnm zes
the overhead of very small, unproductive w ndow size updates

associ ated with subopti mal socket applications consum ng very small
anounts of data on every receive() invocation. For SMC-R the
receiver only updates its consuner cursor via a uni que CDC nessage
under the followi ng conditions:

o The current wi ndow size (froma sender’s perspective) is less than
hal f of the receive buffer space, and the consunmer cursor update
will result in a minimmincrease in the wi ndow size of 10% of the
recei ve buffer space. Sone exanpl es:

a. Receive buffer size: 64K, current w ndow size (froma sender’s
perspective): 50K  No need to update the consuner cursor.
Plenty of space is available for the sender.

b. Receive buffer size: 64K, current w ndow size (froma sender’s
perspective): 30K, current w ndow size froma receiver’s
perspective: 31K, No need to update the consuner cursor; even
t hough the sender’s w ndow size is < 1/2 of the 64K, the w ndow
update woul d only increase that by 1K, which is < 1/10th of the
64K buffer size.

c. Receive buffer size: 64K, current w ndow size (froma sender’s
perspective): 30K, current w ndow size froma receiver’s
perspective: 64K The receiver updates the consuner cursor
(sender’s window size is < 1/2 of the 64K; the w ndow update
woul d i ncrease that by > 6. 4K).
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0 The receiver nust always include a consuner cursor update whenever
it sends a CDC nessage to the partner for another flow (i.e., send
flowin the opposite direction). This allows the w ndow size
update to be delivered with no additional overhead. This is
somewhat simlar to TCP Del ayAck processing and quite effective
for request/response data patterns.

o |If a peer has set the B-bit in a CDC nessage, then any consunption
of data by the receiver causes a CDC nessage to be sent, updating
the consunmer cursor until a CDC nessage with that bit cleared is
recei ved fromthe peer

0 The optim zed wi ndow size updates are overridden when the sender
sets the Consuner Cursor Update Requested flag in a CDC nessage to
the receiver. Wen this indicator is on, the consumer nust send a
consumer cursor update i mediately when data is consuned by the
| ocal application or if the cursor has not been updated for a
while (i.e., local copy of the consuner cursor does not match the
| ast consuner cursor value sent to the partner). This allows the
sender to performoptional diagnostics for detecting a stalled
receiver application (data has been sent but not consuned). It is
recomended that the Consunmer Cursor Update Requested flag only be
sent for diagnostic procedures, as it may result in non-optimal
data pat h perfornance

2. Small Data Sends

The SMC-R protocol nakes no special provisions for handling snal
data segnents sent across a stream socket. Data is always sent if
sufficient wi ndow space is available. In contrast to the TCP Nagl e
algorithm there are no special provisions in SMC-R for coal escing
smal | data segnents

An inplenentation of SMC-R can be configured to optimze its sending
processi ng by coal esci ng out bound data for a given SMC-R connecti on
so that it can reduce the nunber of RDVA wite operations it
perforns, in a fashion simlar to Nagle s algorithm However, any
such coal escing would require a tinmer on the sendi ng host that would
ensure that data was eventually sent. Also, the sending host woul d
have to opt out of this processing if Nagle s algorithm had been

di sabl ed (programmatically or via system configuration).
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4.5. 3.

TCP Keepal i ve Processing

TCP keepal i ve processing allows applications to direct the |oca

TCP/ 1P host to periodically "test" the viability of an idle TCP
connection. Since SMC-R connections have a TCP representation al ong
with an SMC-R representation, there are uni que keepalive processing
consi derati ons:

(o]

Fox,

SMC- R-| ayer keepalive processing: |If keepalive is enabled for an
SMC-R connection, the |ocal host maintains a keepalive timner that
reflects how | ong an SMC-R connection has been idle. The |loca
host also naintains a tinestanp of last activity for each SMC-R
link (for any SMC-R connection on that link). Wen it is

determ ned that an SMC-R connection has been idle |onger than the
keepalive interval, the host checks to see whether or not the
SMC-R link has been idle for a duration |onger than the keepalive
timeout. |If both conditions are nmet, the |local host then perforns
a TEST LINK LLC command to test the viability of the SMC-R |ink
over the RoCE fabric (RC-QPs). |If a TEST LINK LLC comand
response is received within a reasonable amount of tinme, then the
link is considered viable, and all connections using this link are
considered viable as well. [If, however, a response is not
received in a reasonable anmount of time or there’s a failure in
sendi ng the TEST LINK LLC command, then this is considered a
failure in the SMC-R link, and failover processing to an alternate
SMC-R link must be triggered. |If no alternate SMC-R link exists
in the SMC-R link group, then all of the SMC-R connections on this
link are abnormally terminated by resetting the TCP connections
represented by these SMC-R connections. Gven that nultiple SMC-R
connections can share the sanme SMC-R link, inplenenting an SMC-R
Iink-1evel probe using the TEST LINK LLC comand will hel p reduce
t he amount of unproductive keepalive traffic for SMC-R
connections; as long as sone SMC-R connections on a given SMC-R
link are active (i.e., have had I/O activity within the keepalive
interval), then there is no need to perform additional |ink
viability testing.
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(o]

TCP-1 ayer keepalive processing: Traditional TCP "keepalive"
packets are not as relevant for SMC-R connections, given that the
TCP path is not used for these connections once the SMC-R
Rendezvous processing is conpleted. All SMC-R connections by
default have associated TCP connections that are idle. Are TCP
keepal i ve probes still needed for these connections? There are
two main scenarios to consider:

1. TCP keepalives that are used to deternine whether or not the
peer TCP endpoint is still active. This is not needed for
SMC-R connections, as the SMC-R-1evel keepalives nentioned
above will determ ne whether or not the renote endpoint
connections are still active.

2. TCP keepalives that are used to ensure that TCP connections
traversing an internediate proxy maintain an active state. For
exanpl e, stateful firewalls typically maintain state
representing every valid TCP connection that traverses the
firewall. These types of firewalls are known to expire idle
connections by renmoving their state in the firewall to conserve
menory. TCP keepalives are often used in this scenario to
prevent firewalls fromtimng out otherw se idle connections.
When using SMC-R, both endpoints nmust reside in the same
Layer 2 network (i.e., the sane subnet). As a result,
firewalls cannot be injected in the path between two SMC-R
endpoi nts. However, other internediate proxies, such as
TCP/ 1 P-1ayer |oad bal ancers, may be injected in the path of two
SMC-R endpoi nts. These types of | oad bal ancers al so maintain
connection state so that they can forward TCP connecti on
traffic to the appropriate cluster endpoint. Wen using SMC-R
these TCP connections will appear to be conpletely idle, making
them susceptible to potential tineouts at the | oad-bal ancing
proxy. As a result, for this scenario, TCP keepalives nay
still be relevant.

The following are the TCP-1evel keepalive processing requirenments for
SMC- R- enabl ed hosts:

(o]

Fox,

SMC-R peers should allow TCP keepalives to flow on the TCP path of
SMC- R connections based on existing TCP keepalive configuration
and programm ng options. However, it is strongly reconmended t hat
platforns provide the ability to specify very granul ar keepalive
tinmers (for exanple, single-digit-second tiners) and shoul d

consi der providing a configuration option that lints the mninum
keepalive tiner that will be used for TCP-1ayer keepalives on
SMC-R connections. This is inportant to minimze the anmount of
TCP keepal i ve packets transnmitted in the network for SMC-R
connecti ons.
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0 SMC-R peers nust always respond to i nbound TCP-| ayer keepalives
(by sending ACKs for these packets) even if the connection is
using SMC-R.  Typically, once a TCP connection has conpleted the
SMC- R Rendezvous processing and is using SMC-R for data fl ows, no
new i nbound TCP segnents are expected on that TCP connection
other than TCP termi nation segnents (FIN, RST, etc.). TCP
keepal ives are the one exception that nust be supported. Al so,
since TCP keepalive probes do not carry any application-|ayer
data, this has no adverse inpact on the application’s inbound data
stream

4.6. TCP Connection Fail over between SMC-R Links

A peer may change which SMC-R Iink within a link group it sends its
wites over in the event of a link failure. Since each peer

i ndependently chooses which link to send wites over for a specific
TCP connection, this process is done independently by each peer

4.6.1. Validating Data Integrity

Even though RoCE is a reliable transport, there is a small subset of
failure nodes that could cause unrecoverable |oss of data. When an
RNI C acknowl edges receipt of an RDMA wite to its peer, that creates
a wite conpletion event to the sending peer, which allows the sender
to release any buffers it is holding for that wite. |n nornal
operation and in nost failures, this operation is reliable.

However, there are failure nodes possible in which a receiving RNIC
has acknow edged an RDVA wite but then was not able to place the
received data into its host nenory -- for exanple, a sudden

di sorderly failure of the interface between the RNIC and the host.
Wiile rare, these types of events nust be guarded against to ensure
data integrity. The process for switching SMC-R |inks during
failover, as described in this section, guards against this
possibility and is nmandatory.

Each peer nust track the current state of the CDC sequence nunbers
for a TCP connection. The sender nust keep track of the sequence
nunber of the CDC nessage that described the last wite acknow edged
by the peer RNIC, or Sequence Sent (SS). |In other words, SS
describes the last wite that the sender believes its peer has
successfully received. The receiver nust keep track of the sequence
nunber of the CDC nessage that described the last wite that it has
successfully received (i.e., the data has been successfully placed
into an RVBE), or Sequence Received (SR
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When an RNIC fails and the sender changes SMC-R | inks, the sender
nmust first send a CDC nmessage with the F-bit (failover validation

i ndi cator; see Appendix A 4) set over the new SMC-R link. This is
the failover data validation nessage. The sequence nunber in this
CDC nessage is equal to SS. The CDC nessage key, the length, and the
SMC-R alert token are the only other fields in this CDC nessage that
are significant. No reply is expected fromthis validation nessage,
and once the sender has sent it, the sender may resume sending on the
new SMC-R link as described in Section 4.6.2.

Upon receipt of the failover validation nmessage, the receiver nust
verify that its SR value for the TCP connection is equal to or
greater than the sequence nunber in the failover validation nessage.
If so, no further action is required, and the TCP connection resunes
on the new SMC-R link. |If SRis less than the sequence nunber val ue
in the validation nessage, data has been | ost, and the receiver nust
i medi ately reset the TCP connecti on

4.6.2. Resuming the TCP Connection on a New SMC-R Li nk

Wien a connection is noved to a new SMC-R Iink and the fail over

val i dati on nessage has been sent, the sender can inmmediately resune
normal transmission. |In order to preserve the application nessage
stream the sender nust replay any RDVA wites (and their associ ated
CDC nessages) that were in progress or failed when the previous SMC-R
link failed, before sending new data on the new SMC-R |ink. The
sender has two options for acconplishing this:

0 Preserve the sequence nunbers "as is": Retry all failed and
pendi ng operations as they were originally done, including
reposting all associated RDVA wite operations and their
associ ated CDC nessages without naking any changes. Then resune
sendi ng new data usi ng new sequence nunbers.

o Combi ne pendi ng nessages and possibly add new data: Comnbine fail ed
and pendi ng nessages into a single newwite with a new sequence
nunber. This allows the sender to conbi ne pendi ng nessages into
fewer operations. As a further optimization, this wite can al so
i nclude new data, as long as all failed and pending data are al so
included. If this approach is taken, the sequence nunber nust be
i ncreased beyond the last failed or pendi ng sequence nunber
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4.

4,

7.

RVB Dat a Fl ows

The foll owi ng sections describe the RDVA wire flows for the SMC-R
protocol after a TCP connection has switched into SMC-R node (i.e.,
SMC- R Rendezvous processing is conplete and a pair of RVB el enents
has been assi gned and communi cated by the SMC-R peers). The | adder
di agrans bel ow i ncl ude the foll ow ng:

(o]

7.

4
0

1.

RMBE control information kept by each peer. Only a subset of the
information is depicted, specifically only the fields that reflect
the stream of data witten by Host A and read by Host B.

Tinme line 0-x, which shows the wire flows in a tinme-relative
f ashi on.

Note that RMBE control information is only shown in a tine
interval if its value changed (otherw se, assune that the value is
unchanged fromthe previously depicted val ue).

The | ocal copy of the producer cursors and consuner cursors that

i s maintai ned by each host is not depicted in these figures. Note
that the cursor values in the diagramreflect the necessity of

ski ppi ng over the eye catcher in the RVBE data area. They start
and wrap at 4, not O.

Scenario 1: Send Fl ow, Wndow Si ze Unconstrai ned
SMC Host A SMC Host B

RMBE A Info RMBE B I nfo
(Consuner Cursors) (Producer Cursors)

Cur sor Wap Seg# Tinme Ti me Cursor Wap Seg# Flags
0

0 0 0 4 0
0 1 ---mmmem - > 1 0 0 0
RDVA- WR Dat a
(4:1003)
0 2 > 2 1004 0 0
CDC Message

Fi gure 16: Scenario 1. Send Flow, W ndow Size Unconstrai ned

Scenari o assunptions:

(o]

(o]

Fox,

Ker nel inplenentation.

New SMC- R connection; no data has been sent on the connection.
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0 Host A Application issues send for 1000 bytes to Host B

0 Host B: RMBE receive buffer size is 10,000; application has issued
a recv for 10,000 bytes.

Fl ow descri ption:

1. The application issues a send() for 1000 bytes; the SMC-R | ayer
copies data into a kernel send buffer. It then schedul es an RDVA
wite operation to nmove the data into the peer’s RMVBE receive
buffer, at relative position 4-1003 (to skip the 4-byte
eye catcher in the RVBE data area). Note that no i medi ate data
or alert (i.e., interrupt) is provided to Host B for this RDVA
operation.

2. Host A sends a CDC nessage to update the producer cursor to
byte 1004. This CDC nessage will deliver an interrupt to Host B
At this point, the SMC-R |l ayer can return control back to the
application. Host B, once notified of the conpletion of the
previ ous RDVA operation, |locates the RVBE associated with the RVBE
alert token that was included in the nmessage and proceeds to
perform normal receive-side processing, waking up the suspended
application read thread, copying the data into the application’s
receive buffer, etc. It will use the producer cursor as an
i ndi cator of how nmuch data is available to be delivered to the
| ocal application. After this processing is conplete, the SMC-R
layer will also update its |local consumer cursor to match the
producer cursor (i.e., indicating that all data has been
consunmed). Note that a nmessage to the peer updating the consuner
cursor is not needed at this time, as the wi ndow size is
unconstrained (> 1/2 of the receive buffer size). The w ndow size
is calculated by taking the difference between the producer cursor
and the consuner cursor in the RVMBEs (10,000 - 1004 = 8996).
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4.7.2. Scenario 2: Send/ Receive Flow, Wndow Size Unconstrai ned

SMC Host A SMC Host B
RMBE A Info RMBE B I nfo
(Consuner Cursors) (Producer Cursors)
Cur sor Wap Seg# Tine Ti me Cursor Wap Seg# Flags
4 0 0 0 4 0 0
0 0 1 - - > 1 0 0 0
RDVA- R Dat a
(4:1003)
4 0 2 > 2 1004 0 0
CDC Message
0 0 3 <o 3 1004 0 0
RDVA- R Dat a
(4:503)
1004 0 4 <. 4 1004 0 0
CDC Message

Figure 17: Scenario 2: Send/ Receive Flow, Wndow Size Unconstrained
Scenari o assunptions:
o New SMC-R connection; no data has been sent on the connection.
0 Host A Application issues send for 1000 bytes to Host B.

0 Host B: RMBE receive buffer size is 10,000; application has
al ready issued a recv for 10,000 bytes. Once the receive is
conpl eted, the application sends a 500-byte response to Host A

FI ow descri ption:

1. The application issues a send() for 1000 bytes; the SMC-R | ayer
copies data into a kernel send buffer. It then schedul es an RDVA
write operation to nove the data into the peer’s RMVBE receive
buffer, at relative position 4-1003. Note that no i nmedi ate data
or alert (i.e., interrupt) is provided to Host B for this RDVA
operati on.

2. Host A sends a CDC nessage to update the producer cursor to
byte 1004. This CDC nessage will deliver an interrupt to Host B.
At this point, the SMC-R |l ayer can return control back to the
appl i cation.
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4.7. 3.

4
4

7

Fox,

Host B, once notified of the receipt of the previous CDC nessage,

| ocates the RMBE associated with the RVBE al ert token and proceeds
to perform nornal receive-side processing, waking up the suspended
application read thread, copying the data into the application’s
receive buffer, etc. After this processing is conplete, the SMC-R
layer will also update its local consuner cursor to match the
producer cursor (i.e., indicating that all data has been
consuned). Note that an update of the consumer cursor to the peer
is not needed at this tinme, as the wi ndow size is unconstrained

(> 1/2 of the receive buffer size). The application then perforns
a send() for 500 bytes to Host A. The SMC-R layer will copy the
data into a kernel buffer and then schedule an RDVA wite into the
partner’s RMBE receive buffer. Note that this RDVA write
operation includes no i mediate data or notification to Host A

Host B sends a CDC nmessage to update the partner’s RVBE control
information with the | atest producer cursor (set to 503 and not
shown in the diagram above) and to also informthe peer that the
consuner cursor value is now 1004. It also updates the | ocal
current consumer cursor and the |last sent consuner cursor to 1004.
This CDC nessage includes notification, since we are updating our
producer cursor; this requires attention by the peer host.

Scenario 3: Send Flow, Wndow Size Constrai ned
SMC Host A SMC Host B

RVBE A Info RVBE B | nfo
(Consumner Cursors) (Producer Cursors)

Cur sor Wap Seg# Tinme Ti me Cursor Wap Seg# Flags
0

0 0 0 4 0
0 (O > 1 4 0 0

0 2 > 2 3004 0 0
0 3 3 3004

0 4 e >4 3004
RDMVA- WR Dat a

[eoNe]
o

0 5 > 5 7004 0 0

004 0 6 <. ... 6 7004 0 0
CDC Message

Fi gure 18: Scenario 3: Send Flow, Wndow Size Constrai ned
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Scenari o assunptions:

(o]

(o]

New SMC- R connection; no data has been sent on this connection.

Host A: Application issues send for 3000 bytes to Host B and then
anot her send for 4000 bytes.

Host B: RMBE receive buffer size is 10,000. Application has
al ready issued a recv for 10,000 bytes.

Fl ow descri ption:

1

Fox,

The application issues a send() for 3000 bytes; the SMC-R | ayer
copies data into a kernel send buffer. It then schedul es an RDVA
wite operation to nove the data into the peer’s RMVBE receive
buffer, at relative position 4-3003. Note that no i nmedi ate data
or alert (i.e., interrupt) is provided to Host B for this RDVA
operation.

Host A sends a CDC nessage to update its producer cursor to

byte 3003. This CDC nessage will deliver an interrupt to Host B
At this point, the SMC-R | ayer can return control back to the
appl i cation.

Host B, once notified of the receipt of the previ ous CDC nessage,

| ocates the RVBE associated with the RVBE al ert token and proceeds
to perform nornal receive-side processing, waking up the suspended
application read thread, copying the data into the application’s
receive buffer, etc. After this processing is conplete, the SMC-R
layer will also update its local consuner cursor to match the
producer cursor (i.e., indicating that all data has been
consumed). It will not, however, update the partner with this

i nformation, as the w ndow size is not constrained

(10,000 - 3000 = 7000 bytes of available space). The application
on Host B al so issues a new recv() for 10,000 bytes.

On Host A, the application issues a send() for 4000 bytes. The
SMC-R | ayer copies the data into a kernel buffer and schedul es an
async RDMA wite into the peer’s RVMBE receive buffer at relative
position 3003-7004. Note that no alert is provided to Host B for
this flow

Host A sends a CDC nessage to update the producer cursor to

byte 7004. This CDC nessage will deliver an interrupt to Host B
At this point, the SMC-R | ayer can return control back to the
appl i cation.
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4.

Fox,

7.

Host B, once notified of the receipt of the previous CDC nessage,

| ocates the RMBE associated with the RVBE al ert token and proceeds
to perform nornal receive-side processing, waking up the suspended
application read thread, copying the data into the application’s
receive buffer, etc. After this processing is conplete, the SMC-R
layer will also update its local consuner cursor to match the
producer cursor (i.e., indicating that all data has been
consumed). It will then determnmine whether or not it needs to
update the consumer cursor to the peer. The avail abl e wi ndow si ze
is now 3000 (10,000 - (producer cursor - |ast sent consumer
cursor)), which is < 1/2 of the receive buffer size

(10, 000/ 2 = 5000), and the advance of the w ndow size is > 10% of
the wi ndow size (1000). Therefore, a CDC nessage is issued to
updat e the consunmer cursor to Peer A

4. Scenario 4: Large Send, Flow Control, Full Wndow Size Wites
SMC Host A SMC Host B
RVBE A Info RVBE B | nfo
(Consumer Cursors) (Producer Cursors)
Cur sor Wap Seg# Tine Ti me Cursor Wap Seg# Flags
1004 1 0 0 1004 1 0
1004 1 i L T > 1 1004 1 0
RDVA- WR Dat a
(1004: 9999)
1004 1 2 i > 2 1004 1 0
RDMA- WR Dat a
(4:1003)
1004 1 3 > 3 1004 2 Wt
CDC Message Bl k
1004 2 4 <. ... 4 1004 2 Wt
CDC Message Bl k
1004 2 LR > 5 1004 2 Wt
RDVA- WR Dat a Bl k
(1004: 9999)
1004 2 6 --------------- > 6 1004 2 Wt
RDMA- WR Dat a Bl k
(4:1003)
1004 2 T o > 7 1004 3 Wt
CDC Message Bl k
1004 3 8 <.......... ... 8 1004 3 Wt
CDC Message Bl k

Fi gure 19: Scenario 4: Large Send, Flow Control
Ful | Wndow Size Wites
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Scenari o assunptions:

(o]

(o]

Kernel inplenentation

Exi sting SMC-R connection, Host B s receive window size is fully
open (peer consumer cursor = peer producer cursor).

Host A: Application issues send for 20,000 bytes to Host B

Host B: RMBE receive buffer size is 10,000; application has issued
a recv for 10,000 bytes.

Fl ow descri ption

1

Fox,

The application issues a send() for 20,000 bytes; the SMC-R | ayer
copies data into a kernel send buffer (assunes that send buffer
space of 20,000 is available for this connection). It then
schedul es an RDMA wite operation to nove the data into the peer’s
RMBE receive buffer, at relative position 1004-9999. Note that no
i medi ate data or alert (i.e., interrupt) is provided to Host B
for this RDVA operation

Host A then schedules an RDVA wite operation to fill the
remai ni ng 1000 bytes of avail able space in the peer’s RMVBE receive
buffer, at relative position 4-1003. Note that no i nmedi ate data
or alert (i.e., interrupt) is provided to Host B for this RDVA
operation. Also note that an inplenentation of SMC-R nay optim ze
this processing by conmbining steps 1 and 2 into a single

RDVA wite operation (with two different data sources).

Host A sends a CDC nessage to update the producer cursor to

byte 1004. Since the entire receive buffer space is filled, the
producer witer blocked flag (the "Wt Bl k" indicator (flag) in
Figure 19) is set and the producer cursor wap sequence nunber
(the producer "Wap Seg#" in Figure 19) is incremented. This CDC
message will deliver an interrupt to Host B. At this point, the
SMC-R |l ayer can return control back to the application

Host B, once notified of the receipt of the previous CDC nessage,

| ocates the RVBE associated with the RVBE al ert token and proceeds
to perform normal receive-side processing, waking up the suspended
application read thread, copying the data into the application’s
receive buffer, etc. In this scenario, Host B notices that the
producer cursor has not been advanced (sane val ue as the consuner
cursor); however, it notices that the producer cursor wap
sequence nunmber is different fromits local value (1), indicating
that a full w ndow of new data is available. Al of the data in
the receive buffer can be processed, with the first segnent
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Fox,

(1004-9999) followed by the second segnent (4-1003). Because the
producer witer blocked indicator was set, Host B schedules a CDC
nmessage to update its latest information to the peer: consuner
cursor (1004), consuner cursor w ap sequence nunber (the current
val ue of 2 is used).

Host A, upon receipt of the CDC nessage, |ocates the TCP
connection associated with the alert token and, upon exanining the
control information provided, notices that Host B has consuned al
of the data (based on the consumer cursor and the consumer cursor
wrap sequence nunber) and initiates the next RDVMA wite to fill
the receive buffer at offset 1003-9999.

Host A then noves the next 1000 bytes into the beginning of the
recei ve buffer (4-1003) by scheduling an RDVA wite operation.
Note that at this point there are still 8 bytes remaining to be
witten.

Host A then sends a CDC nessage to set the producer witer blocked
i ndi cator and to increnment the producer cursor wap sequence
nunber (3).

Host B, upon notification, conpletes the sanme processing as step 4
above, including sending a CDC nessage to update the peer to
indicate that all data has been consuned. At this point, Host A
can wite the final 8 bytes to Host B's RMBE into

positions 1004-1011 (not shown).
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4.

7.

Scenario 5: Send Flow, Urgent Data, W ndow Size Unconstrai ned
SMC Host A SMC Host B
RMBE A Info RMBE B I nfo
(Consuner Cursors) (Producer Cursors)
Cur sor Wap Seg# Tine Ti me Cursor Wap Seg# Flag
1000 1 0 0 1000 1 0
1000 1 I R > 1 1000 1 0
RDMA- WR Dat a
(1000: 1499)
1000 1 2 > 2 1500 1 Ur gP
CDC Message Ur gA
1500 1 3 < 3 1500 1 UrgP
CDC Message Ur gA
1500 1 R > 4 1500 1 Ur gP
RDMA- VR Dat a Ur gA
(1500: 2499)
1500 1 L > 5 2500 1 0
CDC Message

Fi gure 20: Scenario 5: Send Flow, Urgent Data, Wndow Size Open

Scenari o assunptions:

(o]

(0]

Kernel inplenentation.

Exi sting SMC-R connection; w ndow size open (unconstrained); all
dat a has been consuned by receiver.

Host A: Application issues send for 500 bytes with urgent data
i ndi cator (out of band) to Host B, then sends 1000 bytes of
nor mal dat a.

Host B: RMBE receive buffer size is 10,000; application has issued
a recv for 10,000 bytes and is al so nonitoring the socket for
urgent data.

Fl ow descri ption:

1.

Fox,

The application issues a send() for 500 bytes of urgent data; the
SMC-R | ayer copies data into a kernel send buffer. It then
schedul es an RDVA wite operation to nove the data into the peer’s
RMBE receive buffer, at relative position 1000-1499. Note that no
i medi ate data or alert (i.e., interrupt) is provided to Host B
for this RDVMA operation.
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2. Host A sends a CDC nessage to update its producer cursor to
byte 1500 and to turn on the producer Urgent Data Pending (U gP)
and Urgent Data Present (UrgA) flags. This CDC nessage wil |
deliver an interrupt to Host B. At this point, the SMC-R | ayer
can return control back to the application.

3. Host B, once notified of the receipt of the previous CDC nessage,
| ocates the RMBE associated with the RVBE alert token, notices
that the Urgent Data Pending flag is on, and proceeds w th out-of -
band socket APl notification -- for exanple, satisfying any
out standi ng select() or poll () requests on the socket by
indicating that urgent data is pending (i.e., by setting the
exception bit on). The urgent data present indicator allows
Host B to al so deternmine the position of the urgent data (the
producer cursor points 1 byte beyond the |ast byte of urgent
data). Host B can then perform nornal receive-side processing
(including specific urgent data processing), copying the data into
the application’s receive buffer, etc. Host B then sends a CDC
message to update the partner’s RMBE control area with its | atest
consumer cursor (1500). Note that this CDC nmessage must occur
regardl ess of the current |ocal w ndow size that is avail able.

The partner host (Host A) cannot initiate any additional RDVA

wites until it receives acknow edgnent that the urgent data has
been processed (or at |east processed/renenbered at the SMC-R
| ayer).

4. Upon receipt of the nessage, Host A wakes up, sees that the peer
consunmed all data up to and including the last byte of urgent
data, and now resumes sending any pending data. 1In this case, the
application had previously issued a send for 1000 bytes of norna
data, which would have been copied in the send buffer, and contro
woul d have been returned to the application. Host A now initiates
an RDMA wite to nove that data to the peer’s receive buffer at
position 1500-2499.

5. Host A then sends a CDC nessage to update its producer cursor
val ue (2500) and to turn off the Urgent Data Pendi ng and Urgent
Data Present flags. Host B wakes up, processes the new data
(resunes application, copies data into the application receive
buffer), and then proceeds to update the |ocal current consuner
cursor (2500). Gven that the wi ndow size is unconstrained, there
is no need for a consumer cursor update in the peer’s RMBE

Fox, et al. I nf or mat i onal [ Page 78]



RFC 7609 I BM s Shared Menory Communi cations over RDMA  August 2015

4.

7.

Scenario 6: Send Flow, Urgent Data, Wndow Size C osed

SMC Host A SMC Host B
RMBE A Info RMBE B I nfo
(Consuner Cursors) (Producer Cursors)
Cur sor Wap Seg# Tine Ti me Cursor Wap Seg# Flag
1000 1 0 0 1000 2 Wt
Bl k
1000 1 1 > 1 1000 2 Wt
CDC Message Bl k
U gP
1000 2 2 < 2 1000 2 Wt
CDC Message Bl k
Ur gP
1000 2 K > 3 1000 2 Wt
RDVA- WR Dat a Bl k
(1000: 1499) Ur gP
1000 2 4 > 4 1500 2 Ur gP
CDC Message Ur gA
1500 2 5 < 5 1500 2 Ur gP
CDC Message Ur gA
1500 2 6 - > 6 1500 2 Ur gP
RDVA- VR Dat a Ur gA
(1500: 2499)
1000 2 T o > 7 2500 2 0
CDC Message

Fi gure 21: Scenario 6: Send Flow, Urgent Data, W ndow Size C osed

Scenari o assunptions:

(o]

(0]

Fox,

Kernel inplenentation.

Exi sting SMC-R connection; w ndow size closed; witer is bl ocked.
Host A: Application issues send for 500 bytes with urgent data

i ndi cator (out of band) to Host B, then sends 1000 bytes of

nor mal dat a.

Host B: RMBE receive buffer size is 10,000; application has no

out standing recv() (for normal data) and is nmonitoring the socket
for urgent data.
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Fl ow descri ption

1

Fox,

The application issues a send() for 500 bytes of urgent data; the
SMC-R | ayer copies data into a kernel send buffer (if available).
Since the witer is blocked (w ndow size closed), it cannot send
the data immediately. It then sends a CDC nessage to notify the
peer of the Urgent Data Pending (UrgP) indicator (the witer

bl ocked indicator remains on as well). This serves as a signal to
Host B that urgent data is pending in the stream Control is also
returned to the application at this point.

Host B, once notified of the receipt of the previous CDC nessage,

| ocates the RMBE associated with the RVBE alert token, notices
that the Urgent Data Pending flag is on, and proceeds w th out-of-
band socket API notification -- for exanple, satisfying any

out standi ng select() or poll () requests on the socket by
indicating that urgent data is pending (i.e., by setting the
exception bit on). At this point, it is expected that the
application will enter urgent data node processing, expeditiously
processing all nornmal data (by issuing recv APl calls) so that it
can get to the urgent data byte. Wiether the application has this
urgent node processing or not, at sone point, the application wll
consume some or all of the pending data in the receive buffer

When this occurs, Host B will also send a CDC nessage to update
its consumer cursor and consumer cursor w ap sequence nunber to
the peer. In the exanple above, a full window s worth of data was
consuned

Host A, once awakened by the nessage, will notice that the w ndow
size is now open on this connection (based on the consuner cursor
and the consuner cursor wap sequence nunber, which now nmatches

t he producer cursor wap sequence nunber) and resune sendi ng of
the urgent data segnent by scheduling an RDMA wite into relative
position 1000-1499.

Host A then sends a CDC nessage to advance its producer cursor
(1500) and to also notify Host B of the Urgent Data Present (UrgA)
i ndicator (and turn off the witer blocked indicator). This
signals to Host B that the urgent data is nowin the |local receive
buf fer and that the producer cursor points to the |last byte of
urgent dat a.

Host B wakes up, processes the urgent data, and, once the urgent

data is consuned, sends a CDC nessage to update its consuner
cursor (1500).
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6. Host A wakes up, sees that Host B has consuned the sequence nunber
associated with the urgent data, and then initiates the next RDVA
wite operation to nove the 1000 bytes associated with the next
send() of norrmal data into the peer’s receive buffer at
position 1500-2499. Note that the send APl woul d have likely
conpleted earlier in the process by copying the 1000 bytes into a
send buffer and returning back to the application, even though we
could not send any new data until the urgent data was processed
and acknow edged by Host B

7. Host A sends a CDC nessage to advance its producer cursor to 2500
and to reset the Urgent Data Pending and Urgent Data Present
flags. Host B wakes up and processes the inbound data.

4.8. Connection Term nation

Just as SMC-R connections are established using a conbination of TCP
connection establishnent flows and SMC-R protocol flows, the

term nation of SMC-R connections al so uses a sinilar conbination of
SMC-R protocol termination flows and normal TCP connection
termnation flows. The follow ng sections describe the SMC-R

prot ocol normal and abnormal connection termnation flows.

4,.8.1. Normal SMC-R Connection Term nation Fl ows

Nor mal SMC-R connection flows are triggered via the nornal stream
socket APl semantics, nanmely by the application issuing a close() or
shutdown() API. Mst applications, after consuming all inconming data
and after sending any outbound data, will then issue a close() APl to
i ndi cate that they are done both sending and receiving data. Sone
applications, typically a small percentage, nmake use of the
shutdown() APl that allows themto indicate that the application is
done sending data, receiving data, or both sending and receiving
data. The main use of this APl is scenarios where a TCP application
wants to alert its partner endpoint that it is done sending data but
is still receiving data on its socket (shutdown for wite). [|ssuing
shutdown() for both sending and receiving data is really no different
than issuing a close() and can therefore be treated in a sinilar
fashion. Shutdown for read is typically not a very useful operation
and in normal circunstances does not trigger any network flows to
notify the partner TCP endpoint of this operation

These sane trigger points will be used by the SMC-R layer to initiate
SMC-R connection termination flows. The main design point for SMC-R
normal connection flows is 