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in multiparty comunications (e.g., a nulticast tree).
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1. Introduction and Scope

| ETF has standardi zed | P Performance Metrics (I PPM for measuring
end-to-end perfornmance between two points. This neno defines two new
categories of netrics that extend the coverage to multiple
measurenent points. It defines spatial netrics for neasuring the
performance of segnents of a source to destination path, and netrics
for measuring the performance between a source and many destinations
in multiparty communications (e.g., a nulticast tree).

The purpose of this meno is to define nmetrics to fulfill the new
requi renents of neasurenent involving nultiple nmeasurenent points.
Spatial netrics nmeasure the performance of each segnent al ong a path.
One-to-group netrics neasure the performance for a group of users.
These netrics are derived fromone-way end-to-end netrics, all of
which follow the | PPM framewor k [ RFC2330].

This meno is organi zed as follows: Section 2 introduces new terns
that extend the original |PPMfranmework [RFC2330]. Section 3 briefly
i ntroduces the new netrics, and Section 4 notivates each metric
category. Sections 5 through 8 devel op each category of netrics with
definitions and statistics. Then the neno di scusses the inpact of

t he measurenent nethods on the scalability and proposes an

i nformati on nodel for reporting the neasurenents. Finally, the neno
di scusses security aspects related to neasurenent and registers the
nmetrics in the ANA I P Performance Metrics Registry [ RFC4148].

The scope of this meno is linmted to netrics using a single source
packet or stream and observations of correspondi ng packets along the
path (spatial), at one or nore destinations (one-to-group), or both.
Note that all the metrics defined herein are based on observations of
packets dedicated to testing, a process that is called active
nmeasurenent. Passive nmeasurenment (for exanple, a spatial netric
based on the observation of user traffic) is beyond the scope of this
neno.

1.1. Requirenments Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Term nol ogy

2.1. Nanming of the Metrics
The nanes of the nmetrics, including capitalized letters, are as close
as possible of the nanes of the one-way end-to-end netrics they are
derived from

2.2. Terns Defined El sewhere
host: section 5 of RFC 2330
router: section 5 of RFC 2330
| oss threshol d: section 2.8.2 of RFC 2680
pat h: section 5 of RFC 2330
sanmpl e: section 11 of RFC 2330
singl eton: section 11 of RFC 2330

2.3. Routers Digest
The list of the routers on the path fromthe source to the
destination that act as points of interest, also referred to as the
routers digest.

2.4, Miltiparty Metric
A netric is said to be multiparty if the topology involves nore than
one neasurenent collection point. Al nultiparty nmetrics designate a

set of hosts as "points of interest”, where one host is the source
and other hosts are the nmeasurenent collection points. For exanple,

if the set of points of interest is < ha, hb, hc, ..., hn > where ha
is the source and < hb, hc, ..., hn > are the destinations, then
measur enents may be conducted between < ha, hb> < ha, hc>, ., <ha,
hn >,

For the purposes of this menmp (reflecting the scope of a single
source), the only nmultiparty nmetrics are one-to-group netrics.

2.5. Spatial Metric
A nmetric is said to be spatial if one of the hosts (nmeasurenent
collection points) involved is neither the source nor a destination

of the nmeasured packet(s). Such neasurenent hosts will usually be
routers that are nenbers of the routers digest.
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2.6. One-to-Group Metric

A nmetric is said to be one-to-group if the nmeasured packet is sent by
one source and (potentially) received by nore than one destination
Thus, the topology of the comunication group can be viewed as a
center-distributed or server-client topology with the source as the
center/server in the topol ogy.

2.7. Points of Interest
Points of interest are the hosts (as per the RFC 2330 definition,
"hosts" include routing nodes) that are neasurenent collection
points, which are a sub-set of the set of hosts involved in the
delivery of the packets (in addition to the source itself).

For spatial netrics, points of interest are a (possibly arbitrary)
sub-set of all the routers involved in the path.

Points of interest of one-to-group netrics are the intended
destination hosts for packets fromthe source (in addition to the
source itself).

Src Dst

Figure 1: One-to-Group Points of Interest
A candi date point of interest for spatial netrics is a router from

the set of routers involved in the delivery of the packets from
source to destination.
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Figure 2: Spatial Points of I|nterest
.8. Reference Point

A reference point is defined as the server where the statistica
calculations will be carried out. It is usually a centralized server
in the neasurenent architecture that is controlled by a network
operator, where neasurenent data can be collected for further
processing. The reference point is distinctly different fromhosts
at measurenent collection points, where the actual neasurenents are
carried out (e.g., points of interest).

.9. Vector

A vector is a set of singletons (single atomc results) conprised of
observations corresponding to a single source packet at different
hosts in a network. For instance, if the one-way del ay singletons
observed at N receivers for Packet P sent by the source Src are dT1,
dT2,..., dTN, then a vector Vwith N elenents can be organi zed as
{dT1, dT2,..., dTN}. The elenent dT1l is distinct fromall others as
the singleton at receiver 1 in response to a packet sent fromthe
source at a specific time. The conplete vector gives infornmation
over the dinmension of space, a set of Nreceivers in this exanple.
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The singleton elenments of any vector are distinctly different from
each other in terms of their measurenment collection point. Different
vectors for conmon neasurenment points of interest are distinguished
by the source packet sending tine.

2.10. Matrix

Several vectors forma matrix, which contains results observed over a
sanmpling interval at different places in a network at different

times. For exanple, the one-way delay vectors V1={dT11, dT12,...
dTIN}, V2={dT21, dT22,..., dT2N},..., Vm={dTml, dTnR,..., dTmN} for
Packet P1, P2,...,Pm forma one-way delay Matrix {V1, V2,...,Vn}.
The matri x organi zes the vector infornmation to present network
performance in both space and tine.

A one-di nensional matrix (row) corresponds to a sanple in sinple
poi nt -t o- poi nt neasurenent .

The rel ati onshi p anong singl eton, sanple, vector, and nmatrix is
illustrated in Figure 3.

poi nts of si ngl et on
i nterest / sampl es(tinme)
ymm - A /
/ RL..... | / R1dT1 R1dT2 R1dT3 ... R3dTk \
/ Vo |
N | | R2dT1 R2dT2 R2dT3 ... R3dTk
Src | I |
| R3....| | R3dT1 R3dT2 R3dT3 ... R3dTk
| | |
; ol I
\ I |
\' Rn...... | \ RndT1 RndT2 RndT3 RndTk /
e - - ! R I > tinme
vect or mat ri x
(space) (time and space)

Figure 3: Relationship between Singletons, Sanples, Vectors, and
Mat ri x

3. Brief Metric Descriptions
The metrics for spatial and one-to-group neasurenent are based on the

source-to-destination, or end-to-end nmetrics defined by IETF in
[ RFC2679], [RFC2680], [RFC3393], and [ RFC3432].
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This meno defines seven new spatial netrics using the [ RFC2330]
framework of paraneters, units of neasure, and measurenent

nmet hodol ogi es. Each definition includes a section that describes
nmeasur enent constraints and issues, and provides gui dance to increase
the accuracy of the results.

The spatial netrics are:

0 Type-P-Spati al - One-way- Del ay- Vector divides the end-to-end Type- P-
One-way-Del ay [ RFC2679] into a spatial vector of one-way del ay
si ngl et ons.

0 Type-P-Spati al - One-way- Packet - Loss- Vect or divides an end-to-end
Type- P- One- way- Packet - Loss [ RFC2680] into a spatial vector of
packet | oss singletons.

0 Type-P-Spati al - One-way-i pdv-Vector divides an end-to-end Type-P-
One-way-ipdv into a spatial vector of ipdv (IP Packet Del ay
Vari ation) singletons.

0o Using elenents of the Type-P-Spatial - One-way- Del ay-Vector netric,
a sanpl e called Type-P-Segnent - One- way- Del ay- St ream col | ects one-
way delay netrics between two points of interest on the path over
time.

0o Likew se, using elenents of the Type-P-Spati al - Packet - Loss- Vect or
metric, a sanple called Type-P-Segnent - Packet - Loss-Stream col |l ects
one-way delay netrics between two points of interest on the path
over tine.

o0 Using the Type-P-Spatial - One-way- Del ay-Vector nmetric, a sanple
cal l ed Type- P-Segnent-i pdv-prev-Streamw || be introduced to
conmpute ipdv netrics (using the previous packet selection
function) between two points of interest on the path over tine.

0 Again using the Type-P-Spati al - One-way- Del ay-Vector netric, a
sanpl e call ed Type-P-Segnent-ipdv-min-Streamwi || define another
set of ipdv netrics (using the mininumdelay packet sel ection
function) between two points of interest on the path over tine.

The meno al so defines three one-to-group netrics to neasure the one-
way performance between a source and a group of receivers. They are:

0 Type-P-One-to-group-Del ay-Vector which collects the set of Type-P-
One-way- Del ay singl etons between one sender and N receivers;

St ephan, et al. St andards Track [ Page 8]



RFC 5644 Spatial and Multicast Metrics Cct ober 2009

(o]

Type- P- One-t 0- gr oup- Packet - Loss- Vect or which collects the set of
Type- P- One- way- Packet - Loss si ngl etons between one sender and N
recei vers; and

Type- P- One-t o- group-i pdv-Vector which collects the set of Type-P-
One-way-i pdv singl etons between one sender and N receivers.

Finally, based on the one-to-group vector netrics |isted above,
statistics are defined to capture single receiver performance, group
performance, and the relative perfornance for a multiparty
conmmuni cat i on:

(o]

Usi ng the Type-P-One-to-group-Del ay-Vector, a nmetric called Type-
P- One-t 0- gr oup- Recei ver - n- Mean- Del ay, or RnMD, presents the nean
of del ays between one sender and a single receiver 'n’. Fromthis
metric, three additional netrics are defined to characterize the
mean del ay over the entire group of receivers during the sanme tine

i nterval :

*  Type- P- One-t o- group- Mean-Del ay, or GVD, presents the nean of
del ays;

*  Type- P- One-t o- gr oup- Range- Mean- Del ay, or CGRMD, presents the
range of nean del ays; and

*  Type- P- One-t o- group- Max- Mean- Del ay, or GWD, presents the
maxi mum of mean del ays.

Usi ng the Type- P-One-to-group-Packet-Loss-Vector, a netric called
Type- P-One-t o- group- Recei ver-n-Loss-Rati o, or RnLR, captures the
packet |oss ratio between one sender and a single receiver '’
Based on this definition, two nore netrics are defined to
characterize packet | oss over the entire group during the sane
time interval

n .

*  Type- P-One-to-group-Loss-Ratio, or GLR captures the overal
packet loss ratio for the entire group of receivers; and

*  Type- P-One-t o- group- Range- Loss-Rati o, or CGRLR, presents the
conmpar ati ve packet loss ratio during the test interval between
one sender and N receivers.

Usi ng the Type-P-One-to-group-Packet-Loss-Vector, a netric called
Type- P- One-t o- gr oup- Recei ver - n- Conp- Loss-Rati o, or RnCLR, conputes
a packet loss ratio using the nmaxi mum nunber of packets received
at any receiver.
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4.

4. 1.

0 Using Type-P-One-to-group-ipdv-Vector, a netric called Type-P-One-
t o- gr oup- Range- Del ay- Vari ati on, or GRDV, presents the range of
del ay variation between one sender and a group of receivers.

Mot i vati ons

Al'l existing IPPMnetrics are defined for end-to-end (source-to-
destination) neasurenent of point-to-point paths. It is logical to
extend themto nultiparty situations such as one-to-one trajectory
metrics and one-to-multipoint netrics.

Motivations for Spatial Metrics
Spatial netrics are needed for:

0 Deconposing the performance of an inter-domain path to quantify
t he per-AS (Autononous System) contribution to the end-to-end
per f or mance.

o Traffic engineering and troubl eshooting, which benefit from
spatial views of one-way delay and i pdv consunption, or
identification of the path segnent where packets were |ost.

o Monitoring the deconposed performance of a nulticast tree based on
MPLS point-to-nultipoint conmunications.

o Dividing end-to-end netrics, so that sone segment measurements can
be re-used and hel p neasurenent systens reach | arge-scale
coverage. Spatial neasures could characterize the performance of
an intra-domai n segnent and provide an el enentary piece of
i nfornmati on needed to estinate inter-donain performance to another
destination using Spatial Conposition netrics [SPATIAL].

Motivations for One-to-group Metrics

Whi | e the node-to-node-based spatial neasures can provide very usefu
data in the view of each connection, we also need neasures to present
the performance of a nultiparty conmuni cation topology. A sinple

poi nt-to-point netric cannot conpletely describe the multiparty
situation. New one-to-group nmetrics assess performance of the
multiple paths for further statistical analysis. The new netrics are
naned one-to-group performance netrics, and they are based on the

uni cast metrics defined in | PPM RFCs. One-to-group netrics are one-
way metrics fromone source to a group of destinations or receivers.
The metrics are hel pful for judging the overall performance of a

mul tiparty conmuni cati ons network and for describing the performance
vari ation across a group of destinations.
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One-to-group performance netrics are needed for

0 Designing and engineering multicast trees and MPLS point-to-
mul ti point Label Switched Pat hs (LSPs).

o Evaluating and controlling the quality of nulticast services
including inter-donmain nulticast.

o Presenting and eval uating the performance requirenments for
mul tiparty conmuni cati ons and overlay nulticast.

To understand t he packet transfer perfornance between one source and
any one receiver in the multiparty comunication group, we need to
col l ect instantaneous end-to-end nmetrics, or singletons. This gives
a very detailed viewinto the performance of each branch of the

mul ticast tree, and can provide clear and hel pful information for
engineers to identify the branch with problens in a conpl ex
nmultiparty routing tree.

The one-to-group netrics described in this nmeno introduce the

mul ti party topology into the | PPM framework, and they describe the
performance delivered to a group receiving packets fromthe sane
source. The concept extends the "path" of the point-to-point
measurenent to "path tree" to cover one-to-many topologies. |If
applied to one-to-one topol ogy, the one-to-group nmetrics provide
exactly the sane results as the correspondi ng one-to-one netrics.

4.3. Discussion on Group-to-One and G oup-to-Goup Metrics

We note that points of interest can also be selected to define
measur enents on group-to-one and group-to-group topologies. These
t opol ogi es are beyond the scope of this neno, because they woul d

i nvol ve mul tiple packets launched fromdifferent sources. However,
this section gives sone insights on these two cases.

The neasurenents for group-to-one topol ogy can be easily derived from
t he one-to-group nmeasurenent. The neasurenent point is the host that
is acting as a receiver while all other hosts act as sources in this
case.

The group-to-group conmuni cati on topol ogy has no obvi ous focal point:
the sources and the neasurenent collection points can be anywhere.
However, it is possible to organize the problem by applying
measurenents in one-to-group or group-to-one topol ogies for each host
in a uniformway (wthout taking account of how the rea
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communi cati on mght be carried out). For exanple, one group of hosts
< ha, hb, hc, ..., hn > might act as sources to send data to another
group of hosts < Ha, Hb, Hc, ..., Hm> and they can be organized
into n sets of points of interest for one-to-group comunications:

< ha, Ha, Hb, Hc, ..., Hm> < hb, Ha, Hb, Hc, ..., Hm>, <hc, Ha,
Hbo, Hc, ..., Hmn> ..., < hn, Ha, Hb, Hc, ..., Hm>.

5. Spatial Vector Metrics Definitions

This section defines vectors for the spatial deconposition of end-to-
end singleton netrics over a path.

Spatial vector nmetrics are based on the deconposition of standard
end-to-end netrics defined by the |PPM W5 in [ RFC2679], [ RFC2680],
[ RFC3393], and [ RFC3432].

The spatial vector definitions are coupled with the correspondi ng
end-to-end netrics. Measurenent nethodol ogy aspects are conmnon to
all the vectors defined and are consequently discussed in a conmon
section.

5.1. A Definition for Spatial One-Way Del ay Vector
This section is coupled with the definition of Type-P-One-way-Del ay
in section 3 of [RFC2679]. Wen a paraneter fromthe definition in
[ RFC2679] is re-used in this section, the first instance will be
tagged with a trailing asterisk.
Sections 3.5 to 3.8 of [RFC2679] give requirenents and applicability
statenents for end-to-end one-way del ay neasurenents. They are
applicable to each point of interest, H, involved in the neasure.
Spatial one-way del ay neasurenments MJUST respect them especially
those rel ated to net hodol ogy, clock, uncertainties, and reporting.
5.1.1. Metric Nane
Type- P- Spati al - One- way- Del ay- Vect or
5.1.2. Metric Paraneters
0 Src*, the | P address of the sender.
o Dst*, the |IP address of the receiver.

o i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.
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o Hi, arouter of the routers digest.

o T*, atime, the sending (or initial observation) tine for a
nmeasur ed packet.

o dT*, a delay, the one-way delay for a neasured packet.

o dTi, a delay, the one-way delay for a neasured packet fromthe
source to router Hi

o0 <dTi,... dTi,... dTn> a list of n delay singletons.
o Type-P*, the specification of the packet type.
o <Hl, H2,..., Hn> the routers digest.

5.1.3. Metric Units
The val ue of Type-P-Spati al - One-way-Del ay-Vector is a sequence of
times (a real nunber in the dinmension of seconds with sufficient
resolution to convey the results).

5.1.4. Definition
G ven a Type-P packet sent by the Src at wire-tine (first bit) T to
the receiver Dst on the path <Hl, H2,..., Hn>  There is a sequence
of val ues <T+dT1l, T+dT2,..., T+dTn, T+dT> such that dT is the Type-P-
One-way-Delay fromSrc to Dst, and for each H of the path, T+dTi is
either a real nunber corresponding to the wire-tinme the packet passes

(last bit received) H, or undefined if the packet does not pass Hi
within a specified | oss threshol d* tine.

Type- P- Spati al - One-way- Del ay-Vector netric is defined for the path
<Src, Hl, H2,..., Hn, Dst> as the sequence of val ues
<T,dT1,dT2,...,dTn,dT>

5.1.5. Discussion
Some specific issues that may occur are as foll ows:
o the delay singletons "appear” to decrease: dTi > dTi+1. This may

occur despite being physically inpossible with the definition
used.
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* This is frequently due to a nmeasurenent clock synchronization
issue. This point is discussed in section 3.7.1 "Errors or
uncertainties related to O ocks" of [RFC2679]. Consequently,
the val ues of delays neasured at nmultiple routers nay not nmatch
the order of those routers on the path.

* The actual order of routers on the path may change due to
reconvergence (e.g., recovery froma link failure).

* The location of the nmeasurenment collection point in the device
i nfluences the result. |If the packet is not observed directly
on the input interface, the delay includes buffering tinme and
consequently an uncertainty due to the difference between
"wWire-time' and ’'host tinme’.
5.2. A Definition for Spatial Packet Loss Vector
This section is coupled with the definition of Type-P-One-way-Packet -
Loss. When a paraneter fromsection 2 of [RFC2680] is used in this
section, the first instance will be tagged with a trailing asterisk
Sections 2.5 to 2.8 of [RFC2680] give requirenents and applicability
statements for end-to-end one-way packet | oss neasurenents. They are
applicable to each point of interest, H, involved in the neasure.
Spati al packet | oss neasurenent MJST respect them especially those
related to nethodol ogy, clock, uncertainties, and reporting.
The follow ng sections define the spatial |oss vector, adapt sone of
t he points above, and introduce points specific to spatial |oss
neasur enent .
5.2.1. Metric Nane
Type- P- Spati al - Packet - Loss- Vect or
5.2.2. Metric Paranmeters
0 Src*, the | P address of the sender
o Dst*, the |IP address of the receiver.

O i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.

o Hi, arouter of the routers digest.

o T*, atime, the sending time for a neasured packet.
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o dTi, a delay, the one-way delay for a neasured packet fromthe
source to host Hi.
0 <dTi,..., dTn>, list of n delay singletons.
o Type-P*, the specification of packet type.
0 <H1, H2,..., Hn> the routers digest.
o <L1, L2, ...,Ln> a list of Bool ean val ues.
5.2.3. Metric Units

The val ue of Type-P-Spati al - Packet - Loss-Vector is a sequence of
Bool ean val ues.

5.2.4. Definition

G ven a Type-P packet sent by the Src at tine T to the receiver Dst
on the path <Hl, H2, ..., Hn>  For the sequence of tines <T+dT1, T+
dT2,..., T+dTi, ..., T+dTn> the packet passes in <Hl, H2, ..., Hi,

., Hn> define the Type-P-Packet-Loss-Vector netric as the sequence
of values <T, L1, L2, ..., Ln> such that for each H of the path, a
value of 0 for Li neans that dTi is a finite value, and a value of 1
nmeans that dTi is undefined.

5.2.5. Discussion
Some specific issues that may occur are as foll ows:
0 The result mght include the sequence of values 1,0. Although
this appears physically inpossible (a packet is lost, then re-

appears later on the path):

* The actual routers on the path may change due to reconvergence
(e.g., recovery froma link failure).

* The order of routers on the path nmay change due to
reconver gence

* A packet may not be observed in a router due to sone buffer or
CPU overflow at the nmeasurenent collection point.

5.3. A Definition for Spatial One-Way ipdv Vector
When a paraneter from section 2 of [RFC3393] (the definition of Type-

P- One-way-ipdv) is used in this section, the first instance will be
tagged with a trailing asterisk.
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The follow ng sections define the spatial ipdv vector, adapt sone of
t he points above, and introduce points specific to spatial ipdv
neasur enent .

5.3.

Metric Name

Type- P- Spati al - One-way-i pdv- Vect or

5.3. 2.

(o]

(o]

Metric Paraneters
Src*, the | P address of the sender
Dst*, the | P address of the receiver

i, an integer in the ordered list <1,2,...,n> of routers in the
pat h.

H, a router of the routers digest.

T1*, a time, the sending tine for a first neasured packet.
T2*, a time, the sending tine for a second neasured packet.
dT*, a delay, the one-way delay for a neasured packet.

dTi, a delay, the one-way delay for a neasured packet fromthe
source to router Hi

Type-P*, the specification of the packet type.
P1, the first packet sent at tine T1.
P2, the second packet sent at time T2.
<H1l, H2,..., Hn> the routers digest.

<T1,dT1.1, dT1.2,..., dT1.n,dT1l>, the Type-P-Spati al - One-way-
Del ay- Vector for a packet sent at time TI1.

<T2,dT2.1, dT2.2,..., dT2.n,dT2>, the Type-P-Spati al - One-way-
Del ay- Vector for a packet sent at time T2.

L*, a packet length in bits. The packets of a Type-P packet
stream from whi ch the Type- P-Spati al - One-way- Del ay- Vector netric
is taken MUST all be of the same |ength.
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5.3.3. Metric Units
The val ue of Type-P-Spati al - One-way-i pdv-Vector is a sequence of
times (a real nunber in the dinmension of seconds with sufficient
resolution to convey the results).

5.3.4. Definition

G ven Pl the Type-P packet sent by the sender Src at wire-tinme (first

bit) T1 to the receiver Dst. Gven <T1, dTi1.1, dT1.2,..., dTl.n, dT1>
t he Type- P-Spati al - One-way- Del ay- Vect or of P1 over the sequence of
routers <Hl, H2,..., Hn>.

G ven P2 the Type-P packet sent by the sender Src at wire-tinme (first
bit) T2 to the receiver Dst. Gven <T2, dT2.1, dT2.2,..., dT2.n, dT2>
t he Type- P-Spati al - One-way- Del ay- Vect or of P2 over the sane path.

The Type-P-Spati al - One-way-i pdv-Vector netric is defined as the

sequence of values <T1, T2, dT2.1-dT1l.1, dT2.2-dT1.2 ,..., dT2.n-
dT1l.n, dT2-dT1> such that for each H of the sequence of routers <HL
H2,..., Hn> dT2.i-dTl.i is either a real nunber if the packets Pl

and P2 pass H at wire-tinme (last bit) dT1l.i and dT2.i respectively,
or undefined if at |east one of themnever passes H (and the
respective one-way delay is undefined). The T1,T2* pair indicates
the inter-packet emssion interval and dT2-dTl is ddT* the Type- P-
One-way-i pdv.

5.4. Spatial Methodol ogy

The net hodol ogy, reporting specifications, and uncertainties
specified in section 3 of [RFC2679] apply to each point of interest
(or neasurenent collection point), H, measuring an elenment of a
spatial delay vector

Li kewi se, the nethodol ogy, reporting specifications, and
uncertainties specified in section 2 of [RFC2680] apply to each point
of interest, H, neasuring an el enent of a spatial packet |oss
vector.

Sections 3.5 to 3.7 of [RFC3393] give requirenents and applicability
statements for end-to-end One-way ipdv neasurenents. They are
applicable to each point of interest, H, involved in the neasure.
Spatial One-way ipdv neasurenment MJST respect the nethodol ogy, clock
uncertainties, and reporting aspects given there.
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Cenerally, for a given Type-P packet of length L at a specific Hi
t he met hodol ogy for spatial vector netrics nmay proceed as foll ows:

0 At each Hi, points of interest/ measurenent collection points
prepare to capture the packet sent at tinme T, record a tinestanp
Ti’, and deternine the internal delay correction dTi' (see section
3.7.1. "Errors or uncertainties related to C ocks" of [RFC2679]);

o0 Each H extracts the path ordering information fromthe packet
(e.g., time-to-live (TTL));

o Each H conputes the corrected wire-time fromSrc to H: Ti = Ti
- dTi'. This arrival tinme is undefined if the packet is not
detected after the 'loss threshold duration

o0 Each H extracts the timestanp T fromthe packet;
o Each H conputes the one-way delay fromSrc to Hi: dTi =Ti - T,

0 The reference point gathers the result of each H and arranges
them according to the path ordering information received to build
the Type-P spatial one-way vector (e.g., Type-P-Spatial - One-way-
Del ay- Vector netric <T, dTl1, dT2,..., dTn, dT>) over the path
<Src, Hl, H2,..., Hn, Dst> at time T.

5.4.1. Packet Loss Detection

In a pure end-to-end neasurenent, packet |osses are detected by the
receiver only. A packet is |ost when Type-P-One-way-Delay is
undefined or very large (see sections 2.4 and 2.5 of [RFC2680] and
section 3.5 of [RFC2680]). A packet is deened |ost by the receiver
after a duration that starts at the tinme the packet is sent. This
ti meout value is chosen by a neasurenent process. It determ nes the
threshol d between recording a | ong packet transfer tine as a finite
val ue or an undefined val ue.

In a spatial neasurenment, packet |osses may be detected at severa
measur enent collection points. Depending on the consistency of the
packet | oss detections anong the points of interest, a packet nmay be
considered as |lost at one point despite having a finite delay at
another, or it may be observed by the | ast neasurenent collection
poi nt of the path but considered | ost by Dst.

There is a risk of misinterpreting such results: has the path

changed? Did the packet arrive at the destination or was it |ost on
the very last |ink?
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The sane concern applies to one-way del ay neasures: a delay neasured
may be conputed as infinite by one observation point but as a rea
val ue by another one, or may be neasured as a real value by the |ast
observation point of the path but designated as undefined by Dst.

The observati on/ neasurenent collection points and the destination
SHOULD use consi stent nethods to detect packets |osses. The nethods
and paraneters must be systematically reported to pernmit carefu
conparison and to avoid introducing any confounding factors in the
anal ysi s.

5.4.2. Routers Digest

The met hodol ogy gi ven above relies on knowi ng the order of the
rout er/ neasurenment collection points on the path [ RFC2330].

Path instability m ght cause a test packet to be observed nore than
once by the sane router, resulting in the repetition of one or nore
routers in the routers digest.

For exanpl e, repeated observations may occur during rerouting phases
that introduce tenmporary micro loops. During such an event, the
routers digest for a packet crossing Ha and Hb may include the
pattern <Hb, Ha, Hb, Ha, Hb> neaning that Ha ended the conputation
of the new path before Hbo and that the initial path was fromHa to
Hb, and that the new path is fromHb to Ha.

Consequently, duplication of routers in the routers digest of a
vector MJST be identified before conputation of statistics to avoid
produci ng corrupted information.

6. Spatial Segment Metrics Definitions

This section defines sanples to neasure the perfornmance of a segment
of a path over tine. The definitions rely on the matrix of the
spatial vector netrics defined above.

First, this section defines a sanple of one-way del ay, Type-P-
Segrent - One- way- Del ay- Stream and a sanpl e of packet |oss, Type-P-
Segment - Packet - Loss- St ream

Then, it defines two different sanples of ipdv: Type-P-Segnent-i pdv-
prev-Stream uses the current and previ ous packets as the sel ection
function, and Type- P- Segnent -i pdv-m n-Stream uses the mni ni num del ay
as one of the selected packets in every pair.
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6.1. A Definition of a Sanple of One-Way Del ay of a Segnent of the Path
This metric defines a sanple of one-way del ays over tinme between a
pair of routers on a path. Since it is very close semantically to
the metric Type- P- One-way- Del ay- Poi sson-Stream defined in section 4
of [RFC2679], sections 4.5 to 4.8 of [RFC2679] are integral parts of
the definition text bel ow.

6.1.1. Metric Nane
Type- P- Segnent - One- way- Del ay- St r eam

6.1.2. Metric Parameters
0o Src, the | P address of the sender
o Dst, the IP address of the receiver

o Type-P, the specification of the packet type.

o i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.

o0 Kk, an integer that orders the packets sent.

0o aand b, two integers where b > a.

o Hi, arouter of the routers digest.

o <Hi,..., Ha, ..., Hb, ...., Hn> the routers digest.

o <Ti, T2, ..., Tnp, a list of tines.

6.1.3. Metric Units

The val ue of a Type-P-Segnent - One-way-Del ay-Streamis a pair of:
Alist of times <T1, T2, ..., Tnp; and
A sequence of del ays.

6.1.4. Definition

Gven two routers, Ha and Hb, of the path <Hl, H2, Ha, ..., Hb,
., Hn> and the matrix of Type- P-SpatlaI-Che may Delay Vector for
the packets sent fromSrc to Dst at tinmes <T1, T2, ..., Tm1, Tnp :
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6. 1.

6. 2.

6. 2.

St e

<T1, dT1.1, dT1.2, ..., dTl.a, ..., dT1.b,..., dTl.n, dT1>;
<T2, dT2.1, dT2.2, ..., dT2.a, ..., dT2.b,..., dT2.n, dT2>;
<Tm dTm1, dTm2, ..., dTma, ..., dTmb,..., dTmn, dTnp.

We define the sanpl e Type-P-Segnent - One-way- Del ay- Stream as t he
sequence <dTl.ab, dT2.ab, ..., dTk.ab, ..., dTm ab> such that for
each time Tk, ’'dTk.ab’ is either the real nunmber ’'dTk.b - dTk.a’, if
the packet sent at the time Tk passes Ha and Hb, or is undefined if
this packet never passes Ha or (inclusive) never passes Hb.

5. Discussion
Some specific issues that may occur are as foll ows:

o the delay singletons "appear" to decrease: dTi > DTi+l, and is
di scussed in section 5.1.5.

* This could al so occur when the clock resol ution of one
measur enent collection point is larger than the m ni nrum del ay
of a path. For exanple, the mninumdelay of a 500 km path
through optical fiber facilities is 2.5 ns, but the neasurenent
collection point has a clock resolution of 8 ns.

The metric SHALL be invalid for times < T1 , T2, ..., Tm1, Tnp if
the follow ng conditions occur

0 Ha or Hb disappears fromthe path due to sone routing change

0o The order of Ha and Hb changes in the path.

A Definition of a Sanple of Packet Loss of a Segnent of the Path
This nmetric defines a sanple of packet |oss over tinme between a pair
of routers of a path. Since it is very close semantically to the
nmetric Type-P-Packet-1oss-Stream defined in section 3 of [RFC2680],
sections 3.5 to 3.8 of [RFC2680] are integral parts of the definition
text bel ow.

1. Metric Nane

Type- P- Segnent - Packet - Loss- St ream
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6.2.2. Metric Paraneters
0o Src, the | P address of the sender
o Dst, the | P address of the receiver
o Type-P, the specification of the packet type.
o k, an integer that orders the packets sent.
0 n, an integer that orders the routers on the path.
0 aand b, two integers where b > a.
o <Hi, H2, ..., Ha, ..., Hb, ..., Hn> the routers digest.
o Hi, arouter of the routers digest.
o <T1, T2, ..., Tnp, a list of tines.
o <L1, L2, ..., Ln> a list of Bool ean val ues.
6.2.3. Metric Units
The val ue of a Type-P-Segnent - Packet - Loss-Streamis a pair of:
The list of times <T1, T2, ..., Tnp; and
A sequence of Bool ean val ues.

6.2.4. Definition

Gven two routers, Ha and Hb, of the path <Hl, H2,..., Ha, ..., Ho
., Hn> and the matrix of Type-P-Spati al - Packet - Loss-Vector for the
packets sent from Src to Dst at times <T1, T2, ..., Tm1l, Tnp :
<T1, L1.1, L1.2,..., Ll.a, ..., L1.b, ..., L1.n, L>,
<T2, L2.1, L2.2,..., L2.a, ..., L2.b, ..., L2.n, L>,
<Tm Lm1l, Lm2,..., Lmm, ..., Lmb, ..., Lmn, L>

We define the value of the sanple Type-P-Segnent - Packet - Loss- Stream
fromHa to Hb as the sequence of Bool eans <L1.ab, L2.ab,..., Lk.ab,
., Lmab> such that for each Tk:
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o A value of Lk of 0 neans that Ha and Hb observed the packet sent
at time Tk (both Lk.a and Lk.b have a val ue of 0).
o A value of Lk of 1 neans that Ha observed the packet sent at tine
Tk (Lk.a has a value of 0) and that Hb did not observe the packet

sent at tinme Tk (Lk.b has a value of 1).

o The value of Lk is undefined when neither Ha nor Hb observed the
packet (both Lk.a and Lk.b have a value of 1).

6.2.5. Discussion
Unl i ke Type-P-Packet-|oss-Stream Type-P-Segnent - Packet-Loss-Stream
relies on the stability of the routers digest. The metric SHALL be
invalid for times < T1, T2, ..., Tm1, Tne if the follow ng
conditions occur:
0 Ha or Hb disappears fromthe path due to sone routing change
0 The order of Ha and Hb changes in the path.

0o Lk.a or Lk.b is undefined.

0 Lk.a has the value 1 (not observed) and Lk.b has the value 0
(observed).

0o L has the value 0 (the packet was received by Dst) and Lk.ab has
the value 1 (the packet was |ost between Ha and Hb).

6.3. A Definition of a Sanple of ipdv of a Segnent Using the Previous
Packet Sel ection Function

This metric defines a sanple of ipdv [ RFC3393] over tinme between a
pair of routers using the previous packet as the selection function

6.3.1. Metric Name
Type- P- Segnent - i pdv- prev- Stream
6.3.2. Metric Paranmeters
o Src, the I P address of the sender
o Dst, the IP address of the receiver
o Type-P, the specification of the packet type.

o0 Kk, an integer th